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前言

本书的创作初衷

任何一本书，都是一个用于承载知识的载体，读者可以从中探寻
自己想要知道的答案。对于我而言，书本就是带我领略奇妙计算机世
界最快的一条途径。之所以想创作一本与大型分布式系统架构相关的
书籍，是因为我在最近几年的实际工作中经历了太多的技术难题。每
当我和我的团队尝试解决这些问题之前，时常想着能否从市面上现有
的架构书籍中寻求到解决方案；但事与愿违，目前市面上高歌架构理
论的读物居多，而真正讲解大型网站在架构演变过程中出现技术难题

时应该如何解决的书籍却寥寥无几。对于这块领域的空白，我想尝试
着去创作，尽量把我自己脑海中的内容写出来，让更多人受益，毕竟
架构是需要落地的，否则便是一纸空谈。

本书内容重点

本书每一章的内容几乎都是独立的，大家完全可以挑选自己感兴
趣或者有需要的部分进行阅读。本书一共包含5章，笔者首先从分布式
服务案例开始讲起，将大家带进分布式系统的殿堂。在第1章中，笔者
讲解了大型网站的架构演变过程，让大家对分布式系统建立一个基本
的认识。当然，本章的重点是讲解企业在大规模服务化后应该如何实
施服务治理，以及应该如何构建一个分布式调用跟踪系统，以一种可
视化的方式来展现跟踪到的每一个请求的完整调用链，并收集调用链
上每个服务的执行耗时，整合孤立日志等。

为了避免大促场景下峰值流量过大，对系统造成较大负载导致产

生雪崩现象，笔者在本书的第2章为大家讲解了大流量限流/消峰案
例，让系统的负载压力始终处于一个比较均衡的水位，从而保护系统
的稳定运行。笔者首先从限流算法开始讲起，然后分享了业务层面和
技术层面等两个维度的流量管制方案。当然，本章的重点是为大家演
示如何通过MQ来实现大流量场景下的流量消峰。



本书的第3章为大家讲解了分布式配置管理服务案例（配置中
心）。尽管目前一些中小型互联网企业仍然将本地配置作为首选，但
是当网站发展到一定规模后，继续采用本地配置所暴露的问题将会越
来越多。大型网站使用分布式配置管理平台不仅能够实现配置信息的
集中式管理、降低维护成本和配置出错率，还能够动态获取/更新配置
信息。本章的重点是为大家演示如何基于ZooKeeper构建一个分布式配
置管理平台，以及使用淘宝Diamond和百度Disconf系统来实现分布式
配置管理服务。

热点数据的读/写操作其实是秒杀、限时抢购场景下最核心的技术
难题。在大促场景下，由于峰值流量较大，大量针对同一热卖商品的
并发读/写操作一定会导致后端的存储系统产生性能瓶颈，因此第4章
为大家讲解了大促场景下热点数据的读/写优化案例。尽管商品信息可
以缓存在分布式缓存中，通过集群技术，可以在理论上认为其容量是
无限的，但是对于大促场景下的热卖商品来说，由于单价比平时更给
力、更具吸引力，因而自然会比平时吸引更大的流量进来；这时同一
个Key必然会落到同一个缓存节点上，而分布式缓存在这种情况下一定
会出现单点瓶颈，因此笔者为大家演示了如何实施多级Cache方案来防
止分布式缓存系统出现单点瓶颈。由于写操作无法直接在缓存中完
成，因此大量的并发更新热点数据（库存扣减）都是针对数据库中同

一行的——本书以MySQL为例，而这必然会引起大量的线程来相互竞争
InnoDB的行锁；并发越大时，等待的线程就越多，这会严重影响数据
库的TPS，导致RT线性上升，最终可能引发系统出现雪崩。为了避免数
据库沦为瓶颈，笔者为大家演示了如何通过分布式锁、乐观锁在分布
式缓存系统中扣减库存、通过抢购限流控制单机并发写流量，以及如
何使用阿里开源的AliSQL数据库提升“秒杀”场景性能。

在本书的最后一章，笔者为大家讲解了数据库分库分表案例。本
章演示了如何通过分库分表中间件Shark来帮助企业实施分库分表改
造，以及分库分表后所带来一系列影响的解决方案，并重点分享了笔
者在实际工作中订单业务实施分库分表改造后，应该如何同时满足
Buyer和Seller的多维度查询需求。

本书面向的读者



本书适用于任何对分布式系统架构感兴趣的架构师、开发人员以
及运维人员。笔者尽量用通俗易懂的文字描绘本书的各个知识点，并
引用了大量在实际工作中笔者遇到的那些真实案例，相信阅读本书时
你将会有知其然并知其所以然的畅快感。

读者讨论

由于笔者能力有限，书中难免会出现一些错误或者不准确的地
方，你可以通过邮箱gao_xianglong@sina.com将问题反馈给我，我会
尽量对所有问题都给予答复。
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第1章　分布式服务案例

写一本书，远远不是大家想象得那么简单，更不是思绪如泉涌般的

信手拈来，其中的艰辛和酸甜苦辣想必只有作者自己才能够深刻体会

到。笔者在创作本书时，可谓是下笔艰难、字斟句酌，当然这一切都是

为了能够将笔者想说的和想展现的内容毫无保留地诠释给各位读者。本

章作为本书的开篇，也是笔者深思熟虑后的结果。目前，在互联网场景

下应对大流量、高并发，服务化架构改造是必不可少的。在本章中，笔

者为大家讲解了互联网场景下大型网站架构的演变过程、服务化的一些

必备基础知识，以及如何使用开源社区流行的RPC和服务治理框架Dubbo

帮助企业落地服务化架构。当然，本章的重点是为大家演示如何实现一

个拥有较低侵入性的分布式调用跟踪系统来帮助企业实施服务治理，因

为在一些大规模的服务调用场景下，我们必然需要一种有效且可视化的

手段来帮助开发人员、架构师更好地梳理清楚服务或服务之间的依赖关

系、调用顺序，以及服务的执行耗时等。

OK，接下来就请大家跟随笔者一起来探询分布式场景下服务化的真

谛吧！Let’s GO！



1.1　分布式系统的架构演变过程

在移动互联网的浪潮中，你我正生逢其时地享受着当下，如果你愿

意做一只站在风口上等待起飞的猪，那么请认真地问问自己，是否已经

准备好了？互联网究竟是什么？简而言之，互联网诠释的是一种精神，

融入了高度开放、分享，以及自由的精神。如果你想融入这个圈子，那

么请务必先舍弃掉与互联网精神背道而驰的陈旧观念和思维，否则你自

始至终都只会被孤立在局外。

互联网悄然改变了世界，改变了人们对事务的认知，缩短了人与人

之间的距离。无论你是否愿意承认，互联网已经完全影响并融入我们的

生活中。我们的长辈们，也从早期对新鲜事物的排斥，变成现在的欣然

接受，这就是互联网与生俱来的魅力和魔力。笔者的母亲从来就不是一

个喜欢追赶潮流的人，但是她早已智能设备从不离身，每天早上起床的

第一件事情就是拿起智能手机，刷刷朋友圈、看看时事政治、做回“吃

瓜群众”，八卦下娱乐新闻，甚至衣食住行也几乎是通过互联网这个载

体一键搞定的，如图1-1所示。既然互联网能使我们的生活质量更好，那

就请张开双臂紧紧拥抱它。

图1-1　拥有互联网的生活

拥有互联网的夜晚是明亮的，当然为这寂静夜空点燃光明的正是聚

集在各个互联网企业内部的技术团队，正是这些家伙昼夜颠倒的辛勤付



出（无数的通宵、无数的会议、无数的版本迭代、无数的交互体验优

化、无数的系统架构升级），才换来今日互联网的光彩夺目。不过任何

事物都如同硬币一般具备两面性，我们不能“光见贼吃肉，不见贼挨

打”，这句话放在互联网领域似乎相当应景，很多电商网站为了吸引用

户流量，往往都会以极低的价格作为诱饵，但是当促销活动正式开始

后，峰值流量却远远超出了系统所能够承受的处理能力，这必然只会产

生一种结果——宕机。如何帮助企业顺利走出困境，打造真正具备高性

能、高可用、易扩展、可伸缩，以及相对安全的网站架构才是架构师、

技术大牛们应该重点思考的问题和责任，哪怕是系统宕机，也要尽最大

努力做到“死而不僵”，用技术支撑业务的野蛮生长，活下去才会有更

美好的明天。

一般来说，网站由小变大的过程，几乎都需要经历单机架构、集群

架构、分布式架构。伴随着业务系统架构一同演变的还有各种外围系统

和存储系统，比如关系型数据库的分库分表改造、从本地缓存过渡到分

布式缓存等。当系统架构演变到一定阶段且逐渐趋向于稳定和成熟后，

架构师们需要对技术细节追本溯源，如果现有的技术或者框架不能有效

满足业务需要，就需要从“拿来主义”的消费者角色转变为自行研发的

生产者角色。当然，在这条技术之路离你和你所在的企业还很遥远的时

候，尽管未雨绸缪利大于弊，但这却并不是你现阶段的工作重点。在此

大家需要注意，对技术由衷的热爱和痴迷本身并没有什么不对，但是千

万不能够过于沉醉而选择刻意忽略掉业务，任何技术的初衷都是为了更

好地服务业务，一旦脱离业务，技术必然会失去原有的价值和意义，切

勿舍本逐末。

1.1.1　单机系统

任何一个网站在发布初期几乎都不可能立马就拥有庞大的用户流量

和海量数据，都是在不停的试错过程中一步一步演变其自身架构，满足

其自身业务。所以我们常说，互联网领域几乎没有哪一个网站天生就是

大型网站，因为往往系统做大与业务做大是呈正比的，大型网站都是从

小型网站逐渐演变过来的，而不是被刻意设计出来的。试想一下，如果

业务不见起色，一味地追求大型网站架构又有何意义呢？

对于一个刚上线的项目，我们往往会将Web服务器、文件服务器和数

据库全都部署在同一台物理服务器上，这样做的好处只有一个——省



钱，如图1-2所示。资金紧张且用户流量相对较小的网站，采用这样的架

构进行部署确实非常实惠，毕竟用户流量上不去，自然就没有必要考虑

更多的问题，哪怕是系统宕机，影响范围也不大。当然，一旦业务开始

加速发展，用户逐渐增多，系统瓶颈便会开始暴露，这时架构师就可以

考虑对现有网站架构做出以下四点调整：

· 独立部署，避免不同的系统之间相互争夺共享资源（比如CPU、

内存、磁盘等）；

· Web服务器集群，实现可伸缩性；

· 部署分布式缓存系统，使查询操作尽可能在缓存命中；

· 数据库实施读/写分离，实现HA（High Availability，高可用

性）架构。

图1-2　在同一台机器上部署单机系统

1.1.2　集群架构

一旦用户开始增多，并发流量上来后，为了让用户拥有更好的操作

体验，我们不得不对单机系统架构做出调整和优化，因此在这个阶段主

要需要解决的问题就是提升业务系统的并行处理能力，降低单机系统负

载，以便支撑更多的用户访问操作。

集群（Cluster）技术可以将多台独立的服务器通过网络相互连接组

合起来，形成一个有效的整体对外提供服务，使用集群的意义就在于其

目标收益远高于所付出的实际成本和代价。一般，互联网领域都有一个

共同的认知，那就是当一台服务器的处理能力接近或已超出其容量上限

时，不要企图更换一台性能更强劲的服务器，通常的做法是采用集群技

术，通过增加新的服务器来分散并发访问流量，1台不够就扩到2台，2台



不够就扩到4台，只要业务系统能够随意支持服务器的横向扩容，那么从

理论上来说就应该无惧任何挑战，从而实现可伸缩性和高可用性架构。

如图1-3所示，对于无状态的Web节点来说，通过Nginx来实现负载均

衡调度似乎是一个不错的选择，但是在生产环境中，Nginx也应该具备高

可用性，这可以依靠DNS轮询来实现。在集群环境中，Web节点的数量越

多，并行处理能力就越强，哪怕其中某些节点因为种种原因宕机，也不

会使系统的整体服务不可用。

图1-3　在独立的机器上部署集群系统

伴随着Web集群改造的还有分布式缓存和数据库，对于查询操作我们

应该尽可能在缓存命中，从而降低数据库的负载压力。尽管缓存技术可

以解决数据库的大部分查询压力，但是写入操作和无法在缓存命中的数

据仍然需要频繁地对数据库进行读/写操作，因此对数据库实施读/写分

离改造也迫在眉睫。

业务发展到一定阶段后必然会变得更加复杂，用户规模也会线性上

升，这时架构师就可以考虑对现有网站架构做出以下两点调整：

· 利用CDN加速系统响应；

· 业务垂直化，降低耦合，从而实现分而治之的管理。

由于中国的网络环境相对比较复杂，跨网络、跨地域的用户访问网

站时，速度有较大差别，因此当用户流量增大之后，我们需要考虑将系

统中的一些静态资源数据（如图片、音频、视频、脚本文件及HTML网页

等）缓存在CDN节点上，因为CDN正变得越来越廉价，如图1-4所示。由于

用户的请求并不会直接落到企业的数据中心，而是请求到离用户最近的



ISP（Internet Service Provider，互联网服务提供商）上，因此可以

大幅提升系统整体的响应速度。

图1-4　使用CDN加速网站响应

1.1.3　拆系统之业务垂直化

尽管业务系统可以通过集群技术来提升并行处理能力和实现高可用

架构，但是一般到了这个阶段，不仅用户规模暴增，业务需求也变得更

加复杂。由于业务逻辑全部耦合在一起，并且部署在同一个Web容器中，

这必然会导致系统中不同业务之间的耦合过于紧密，除了扩展和维护困

难，在生产环境中极有可能会因为某个业务功能不可用而影响系统整体

服务不可用，因此在这个阶段主要需要解决的问题就是降低业务耦合，

实现高内聚低耦合，提升系统容错性，避免牵一发而动全身的风险。

下面为大家分享笔者亲身经历过的一次真实生产事故。

在一次“双11”抢购活动中，我们预计零点开抢时的那一拨峰值流

量肯定会远高于平时，因此在几天前运维部门的同学就提前扩容了上百

台服务器来应对“双11”。在活动开始前，大家摩拳擦掌，屏住呼吸紧

盯着电脑屏幕“观赏”流量监控曲线图时，悲催的事情发生了。随着倒

数结束，活动正式开始，流量曲线居然没有太大的起伏，这让当时在场

的小伙伴们瞬间懵掉了，紧急排查故障后发现，前端APP在每一次业务请

求提交之前都会先将客户端埋点数据上报到专门用于数据收集的Web服务

器上（后期需要利用大数据平台对埋点数据进行一些用户行为的实时/离

线分析），然后再请求到业务系统上执行逻辑处理。但因为我们的疏

忽，负责数据收集的Web服务器和核心业务系统使用的是同一个Nginx服

务器进行请求转发，由于没有对数据收集的机器做扩容，导致Nginx日志

中出现大量的请求超时异常，从而严重影响了核心业务的正常运转。据



不完全统计，这次活动至少导致了2/3的用户无法正常访问，而那些“侥

幸”正常访问并下单的用户，也因为在指定时间内无法顺利完成支付而

导致大量的订单回流。这次惨痛的教训说明，细节决定成败的重要性不

言而喻。当然，既然踩坑了，吸取经验教训避免悲剧重现才是最重要

的。

大家一定要具备大系统小做的意识，所谓拆系统其实指的就是业务

垂直化，简而言之，架构师可以根据系统业务功能的不同拆分出多个业

务模块（一般大型电商网站都会拆分出首页、用户、搜索、广告、购

物、订单、商品、收益结算等子系统），再由不同的业务团队负责承

建，分而治之，独立部署，如图1-5所示。在此大家需要注意，拆分粒度

越细，耦合越小，容错性越好，每个业务子系统的职责就越清晰。但是

如果拆分粒度过细，维护成本将是一个不小的挑战。对业务系统完成拆

分后，就意味着系统已经过渡到分布式系统了，这也为企业实施服务化

改造和数据库分库分表改造提前做好了准备。关于数据库分库分表的相

关知识点，大家可以直接阅读本书的第5章。

图1-5　业务垂直化改造

1.1.4　为什么需要实现服务化架构



在大部分互联网企业的系统架构演变过程中，不得不提到的就是服

务化改造，那么究竟什么是服务化，以及为什么要实现服务化架构呢？

随着用户规模逐渐庞大，需求更加复杂，我们一定会对耦合在一个

Web容器中的业务系统进行垂直化改造，以业务功能为维度拆分出多个子

系统，这样做就是为了能够更清晰地规划和体现出每个子系统的职责，

降低业务耦合，以及提升容错性。但是在多元化的业务需求下，子系统

中一定会存在较多的共享业务，这些共享业务肯定会被重复建设，产生

较多的冗余业务代码。而且，业务系统中数据库连接之类的底层资源必

然会限制业务系统所允许横扩的节点数量，因为在横扩过程中，连接数

是机器数的平方（若机器数为1，则连接池中的连接数为2；机器数为2，

则连接池中的连接数为4；机器数为3，则连接池中的连接数为9，以此类

推）。除了共享业务重复建设和资源连接受限，还有一个不容忽视的问

题，当业务做大时，技术团队的人员规模也开始膨胀，太多人共同维护

一个系统肯定会坏事，尤其是那些“手潮”的同学，经常会导致SVN中的

版本冲突。因此为了避免这些问题，服务化架构（Service Oriented

Ambiguity，SOA）改造刻不容缓，如图1-6所示。

图1-6　服务化架构

当然，如果你现阶段并不满足上述任何一个条件，笔者其实是不建

议实施服务化改造的，因为这显然会提升系统的复杂度和维护成本，甚



至还需要提前规划一些服务化场景下才需要考虑的技术难题，如分布式

事务、服务治理等。

1.1.5　服务拆分粒度之微服务

业务系统实施服务化改造后，原本共享的业务被拆分，形成可复用

的服务，可以在最大程度上避免共享业务的重复建设、资源连接瓶颈等

问题出现。那么那些被拆分出来的服务，是否也需要以业务功能为维度

来进行拆分，使之能够独立进行部署，以降低业务耦合和提升容错性

呢？

由于Web容器中子系统的服务层被剥离，因此这些子系统从某种意义

上来说仅仅只是一个控制层（Controller），由于控制层无须处理任何

复杂的业务逻辑，因此吞吐量自然会得到提升，但是业务的逻辑处理由

独立部署的服务层负责，所以架构师需要认真思考如何有效提升服务层

的整体服务质量。最近几年，微服务绝对是一个被炒得火热的词汇，就

连Spring也希望在分布式领域中分一杯羹，借此推出了Spring-Cloud工

具集。那么究竟什么是微服务呢？它和服务化之间又存在什么必然联系

呢？从本质上来说，这其实完全就是一回事，所谓的微服务架构，从宏

观上来看，无非就是细化了服务拆分过程中的粒度，粒度越细，业务耦

合越小，容错性越好，并且后期扩展会越容易，如图1-7所示。

图1-7　微服务架构

那么服务到底应该如何拆分才称得上“微服务”呢？一般来说，笔

者建议大家以子系统为维度进行服务拆分，也可以在此基础上对服务的

读/写进行分离，或者拆分出单独的服务，这样服务的拆分粒度大小适

中，所付出的成本与实际收益会相对更加均衡，否则粒度过细不仅会导

致维护成本提升，而且系统出现问题时定位和排查问题困难重重，更重

要的是很难梳理服务之间的依赖关系。



1.2　系统服务化需求

既然服务化能够解决在拆分子系统时遇到的一些问题和瓶颈，那么

接下来笔者就为大家详细讲解服务化的具体实施细节。笔者先为大家讲

解服务化与RPC协议的具体关系，再实战演示目前在开源社区服务化领域

最为开发人员所熟知的阿里分布式服务框架Dubbo，以及企业在实施服务

化改造后对现有系统产生的一些影响的解决方案。

1.2.1　服务化与RPC协议

在本章的前面几个小节中，笔者为大家详细介绍了究竟什么是服务

化，以及为什么需要落地服务化架构。当然，在笔者正式开始为大家演

示具体的实施细节之前，不得不提及的就是与服务化息息相关的

RPC（Remote Procedure Call，远程过程调用）协议。从严格意义上来

说，服务化其实只是一个抽象概念，而RPC协议才是用于实现服务调用的

关键。RPC由客户端（服务调用方）和服务端（服务提供方）两部分构

成，和在同一个进程空间内执行本地方法调用相比，RPC的实现细节会相

对复杂不少。简单来说，服务提供方所提供的方法需要由服务调用方以

网络的形式进行远程调用，因此这个过程也称为RPC请求，服务提供方根

据服务调用方提供的参数执行指定的服务方法，执行完成后再将执行结

果响应给服务调用方，这样一次RPC调用就完成了。

服务化框架的核心就是RPC，目前市面上成熟的RPC实现方案有很

多，比如Java RMI、WebService、Hessian及Finagle等。在此需要注

意，不同的RPC实现对序列化和反序列化的处理也不尽相同，比如将对象

序列化成XML/JSON等文本格式尽管具备良好的可读性、扩展性和通用

性，但却过于笨重，不仅报文体积大，解析过程也异常缓慢，因此在一

些特别注重性能的场景下，采用二进制协议更合适。看到这里或许有些

人已经产生了疑问，实现服务调用无非就是跨进程通信而已，那是否可

以使用Socket技术自行实现呢？带着疑问，笔者来为大家梳理一下完成

一次RPC调用主要需要经历的三个步骤：

· 底层的网络通信协议处理；

· 解决寻址问题；



· 请求/响应过程中参数的序列化和反序列化工作。

其实，RPC的本质就是屏蔽上述复杂的底层处理细节，让服务提供方

和服务调用方都能够以一种极其简单的方式（甚至简单到就像是在实现

一个本地方法和调用一个本地方法一样）来实现服务的发布和调用，使

开发人员只需要关注自身的业务逻辑即可，如图1-8所示。

图1-8　RPC请求的调用过程

1.2.2　使用阿里分布式服务框架Dubbo实现服务化

由于RPC协议屏蔽了底层复杂的细节处理，并且随着后续服务规模的

扩大要考虑服务治理等众多因素，因此笔者在生产环境中落地服务化架

构时所使用的RPC框架就是阿里开源的分布式服务框架Dubbo。毫不客气

地说，Dubbo真的是集万千宠爱于一身，目前大部分互联网企业都偏爱使

用Dubbo来落地服务化架构，就是因为Dubbo的设计精良、使用简单、技

术文档丰富。而且，Dubbo预留了足够多的接口使开发人员能够非常容易

地对Dubbo进行二次开发，以便更好地满足业务需求，所以Dubbo在开源

社区拥有众多的技术拥护者和推进者。但是由于一些特殊原因，目前

Dubbo的主干代码已经停止了更新（现在阿里内部主推HSF），当然这并

不意味着我们在使用上得不到保障（目前Dubbo的版本已经相当稳定，而

且由于很多坑别人都已经踩过，大家在使用过程中根本不需要去填坑，

参考开源社区的解决方案即可），当当网基于Dubbo二次开发的Dubbox框

架在开源社区同样广受好评。

如图1-9所示，Provider作为服务提供方负责对外提供服务，当JVM

启动时Provider会被自动加载和启动，由于Provider并不需要依赖任何

的Web容器，因此它可以运行在任何一个普通的Java程序中。当Provider

成功启动后，会向注册中心注册指定的服务，这样作为服务调用方的

Consumer在启动后便可以向注册中心订阅目标服务（服务提供者的地址



列表），然后在本地根据负载均衡算法从地址列表中选择其中的某一个

服务节点进行RPC调用，如果调用失败则自动Failover到其他服务节点

上。

图1-9　Dubbo服务调用

在此需要注意，在服务的调用过程中还存在一个不容忽视的问题，

即监控系统。试想一下，如果在生产环境中业务系统和外围系统没有部

署相对应的监控系统来帮助开发人员分析和定位问题，那么这与脱了缰

的野马无异，当问题出现时必然会导致开发人员手足无措，相互之间推

卸责任，因此监控系统的重要性不言而喻。值得庆幸的是，Dubbo为开发

人员提供了一套完善的监控中心，使我们能够非常清楚地知道指定服务

的状态信息（如服务调用成功次数、服务调用失败次数、平均响应时间

等），如图1-10所示。这些数据由Provider和Consumer负责统计，再实

时提交到监控中心。

图1-10　Dubbo服务状态监控

接下来笔者就为大家演示Dubbo的基本使用，本书使用的Dubbo版本

为2.5.3，开发人员可以通过Maven依赖的方式下载Dubbo构件，如下所

示：



Dubbo项目的pom.xml文件中依赖有一些其他的第三方构件，如果版

本过低或者与当前项目中依赖的构件产生冲突时，那么可以在项目的

pom.xml文件中使用Maven提供的<exclusions/>标签来排除依赖，自行下

载指定版本的相关构件即可。除此之外，大家还需要注意一点，Dubbo的

源码是在Java 5版本上进行编译的，因此在项目中使用Dubbo时，JDK版

本应该高于或等于Java 5。

成功下载好运行Dubbo所需的相关构件后，首先要做的事情就是定义

服务接口和服务实现，如下所示：



在上述程序示例中，服务接口UserService中提供了一个用于模拟用

户登录的login()方法，它的服务实现为UserServiceImpl类。如果用户

正确输入账号和密码，那么结果将返回“true”，否则返回“false”。
服务接口需要同时包含在服务提供方和服务调用方两端，而服务实现对

于服务调用方来说是隐藏的，因此它仅仅需要包含在服务提供方即可。

从理论上来说，尽管Dubbo可以不依赖任何的第三方构件，只需有

JDK的支撑就可以运行，但是在实际的开发过程中，为了避免Dubbo对业

务代码造成侵入，笔者推荐大家将Dubbo集成到Spring中来实现远程服务
的发布和调用。在Provider的Spring配置信息中发布服务，如下所示：

成功启动Provider后，便可以在注册中心看见由Provider发布的远
程服务。在Consumer的Spring配置信息中引用远程服务，如下所示：

成功启动Consumer后，便可以对目标远程服务进行RPC调用（使用

Dubbo进行服务的发布和调用，就像实现一个本地方法和调用一个本地方
法一样简单，因此笔者省略了服务调用的相关代码）。关于Dubbo的更多

使用方式，本书不再一一进行讲解，大家可以参考Dubbo的用户指南：

http://dubbo.io/User+Guide-zh.htm。



1.2.3　警惕Dubbo因超时和重试引起的系统雪崩

在上一个小节中，笔者为大家演示了Dubbo框架的一些基本使用方

法，尽管使用Dubbo来实现RPC调用非常简单，但是刚接触Dubbo框架的开

发人员极有可能因为对其不熟悉而跌进一些“陷阱”中。因此，开发人
员需要重视看似微不足道的细节，这往往可以非常有效地避免系统在大

流量场景下产生雪崩现象。在对数据库、分布式缓存进行读/写访问操作

时，我们往往都会在程序中设置超时时间，一般笔者不建议在生产环境
中将超时时间设置得太长，否则如果应用获取不到会话，又长时间不肯

返回，那么一定会对业务产生较大的影响。但将超时时间设置得太短又

可能适得其反，因此超时时间究竟应该如何设置需要根据实际的业务场

景而定，大家可以在日常的压测过程中仔细评估。

为Dubbo设置超时时间应该是有针对性的，比较简单的业务执行时间
较短，可以将超时时间设置得短一点，但对于复杂业务而言，则需要将

超时时间适当地设置得长一点。笔者之前曾经提及过，Dubbo的Consumer

会在本地根据负载均衡算法从地址列表中选择某一个服务节点进行RPC调
用，如果调用失败则自动Failover到其他服务节点上，默认重试次数为

两次，服务调用超时就意味着调用失败，需要进行重试，如图1-11所

示。在此需要注意，如果一些复杂业务本身就需要耗费较长的时间来执
行，但超时时间却被不合理地设置为小于服务执行的实际时间，那么在

大流量场景下，系统的负载压力将被逐步放大，最终产生蝴蝶效应。假

设有1000个并发请求同时对服务A进行RPC调用，但都因超时导致服务调

用失败，由于Dubbo默认的Failover机制，共将产生3000次并发请求对服
务A进行调用，这是系统正常压力的3倍，若处于峰值流量时情况可能还

会更糟糕，大量的并发重试请求很可能直接将Dubbo的容量撑爆，甚至影

响到后端存储系统，导致资源连接被耗尽，从而引发系统出现雪崩。



图1-11　Dubbo的Failover机制

还有一点很重要，并不是任何类型的服务都适合Failover的，比如
写服务，由于需要考虑幂等性，因此笔者建议调用失败后不应该进行重

试，否则将导致数据被重复写入。只有读服务开启Failover才会显得有

意义，既然不需要考虑幂等性，就可以通过Failover来提升服务质量。

除了Failover，Dubbo也提供了其他容错方案供开发人员参考，如下

所示：

上述相关参数除了可以在服务调用方配置，也适用于服务提供方，
如果服务调用方和服务提供方配置有相同的参数，默认以服务调用方的

配置信息为主。关于更多配置信息，本书就不再一一进行讲解，大家可

以参考Dubbo的配置参考手册。

1.2.4　服务治理方案

当企业的系统架构逐渐演变到服务化阶段时，架构师重点需要考虑

的问题是服务如何拆分、粒度如何把控，以及服务或服务之间的RPC调用

应该如何实现。当这些问题迎刃而解后，并不意味着我们就能够一劳永
逸，随着服务规模逐渐扩大，一些棘手的问题都会暴露出来，因此架构

师必须具备一定的前瞻性，提前规划和准备充足的预案去应对将来可能

发生的种种变故，否则这就等于给自己挖坑，与其花大把时间去填坑，



不如用更多的精力去思考企业在大规模服务化前应该如何实施服务治
理。

从严格意义上来说，Dubbo不仅是一个RPC框架，更是一个服务治理
框架，因为Dubbo几乎提供了一套完整的服务治理方案，所以它从诞生起

就备受瞩目和爱戴。由于服务治理涉及的范围非常广泛，可能会导致一

些人对服务治理的概念比较模糊，或者根本不理解服务治理的重要性和
必要性，笔者归纳的关于服务治理的三个基础要素如下所示：

· 服务的动态注册与发现；

· 服务的扩容评估；

· 服务的升/降级处理。

在1.2.2节中，笔者曾为大家介绍过Dubbo的注册中心，那么大家思

考一下，为什么需要引入注册中心呢？当服务变得越来越多时，如果把
服务的调用地址（URL）配置在服务调用方，那么URL的配置管理将变得

非常麻烦，因此引入注册中心的目的就是实现服务的动态注册和发现，

让服务的位置更加透明，这样服务调用方将得到解脱，并且在客户端实
现负载均衡和Failover将会大大降低对硬件负载均衡器的依赖，从而减

少企业的支出成本。部署监控中心是为了更好地掌握服务的状态信息，

因为有了这些统计数据后我们才能够准确地知道指定服务的热度，毕竟
单台服务器的处理能力有限。为了应对大促活动，扩容机器是提升服务

器并行处理能力一个非常重要的常规手段，为了避免盲目扩容造成资源

浪费，运维人员可以将统计数据作为参考指标，并通过调整服务器的权
重比例来综合评估究竟需要扩容多少节点才能够合理且有效地支撑用户

流量。服务的升/降级处理也非常重要，在一些特殊场景下，如果系统容

量在支撑核心业务时都捉襟见肘，那么完全可以对一些次要服务进行降

级处理，牺牲部分功能来保证系统的核心服务不受影响。当某些新上线
的服务可能在实现上存在缺陷时，也可以采用服务降级的手段来确保系

统的整体稳定性，以后再将这些降级服务进行升级处理即可。

关于服务黑白名单、服务权限控制、服务负责人，以及服务资源调

度等其他的服务治理问题，大家可以参考Dubbo的用户指南。而关于服务
调用跟踪的问题，大家可以直接阅读1.3节。

Dubbo为开发人员提供的监控中心和管理控制台都需要单独安装和部
署 ， 大 家 可 以 参 考 Dubbo 的 管 理 员 指 南 ：

http://dubbo.io/Administrator+Guide-zh.htm。如图1-12所示，在管



理控制台中服务治理包含的功能有：路由规则、动态配置、服务降级、
访问控制、权重调节及负载均衡等，成功安装好dubbo-admin后，便可以

对其进行访问和实施服务治理。

图1-12　Dubbo管理控制台界面

1.2.5　关于服务化后的分布式事务问题

从单机系统演变到分布式系统并不像书本中描述得那样简单，不同

的业务之间必然会存在较大的差异，因此企业在实施服务化改造时肯定
会困难重重，即使最终服务成功被拆分出来，架构师还需要提前思考和

规划后续的服务治理等问题。当然这一切都还不是终点，就像本书封面

插图所示的那座冰山，我们能够看见的问题其实只是冰山一角，大型网
站架构演变过程中等待我们解决的技术难题还有很多。大家思考一下，

实施服务化改造后事务的问题应该如何解决？或许很多同学都会毫不犹

豫地指出，分布式事务简直让人感到“痛心疾首”。的确，就算是银行
业务系统也并不一定都采用强一致性，那么我们是否还有必要去追求强

一致性呢？

其实分布式事务一直就是业界没有彻底解决的一个技术难题，没有

通用的解决方案，没有高效的实现手段，但是这并不能成为我们不去解

决的借口。网络上有一句非常著名的段子，“此处不留爷，自有留爷
处；处处不留爷，爷走出国路”，既然分布式事务实施起来非常困难，

那么我们为什么不换个思路，使用其他更优秀的替代方案呢？只要能够

保证最终一致性，哪怕数据会出现不一致的短暂窗口期又有什么关系？
在架构的演变过程中，哪个是主要矛盾就优先解决哪一个，就像我们对



JVM进行性能调优一样，吞吐量和低延迟这两个目标本身就是相互矛盾

的，如果吞吐量优先，那么GC就必然需要花费更长的暂停时间来执行内

存回收；反之，频繁地执行内存回收，又会导致程序吞吐量的下降，因
此大家要学会权衡和折中。关于最终一致性的实现方案，大家可以直接

阅读5.2.8节和5.4.2节。



1.3　分布式调用跟踪系统需求

如图1-13所示，在大规模服务调用场景下，服务之间的依赖关系错
综复杂，甚至连架构师都无法在短时间内梳理清楚服务之间具体的依赖

关系和调用顺序。除此之外，在业务系统未实施服务化之前，各个子系

统内部一定会存在较多的共享业务，尽管不利于维护，但是当某一个业

务子系统出现故障时，开发人员只需要登录到指定的机器上即可快速根
据错误异常日志定位问题和解决问题。随着这些共享业务被拆分成独立

的服务，一次用户请求可能涉及后端多个服务之间的调用，那些分散在

各个服务器上的孤立日志对于排查问题显然是非常不利的，因此到了这
个阶段，企业构建分布式调用跟踪系统已迫在眉睫。

图1-13　错综复杂的服务依赖关系

分布式调用跟踪系统其实就是一个监控平台，能够以可视化的方式

展现跟踪到的每一个请求的完整调用链，以及收集调用链上每个服务的

执行耗时、整合孤立日志等。目前，一些大型的互联网企业内部都构建
有适用于自身业务特点的分布式调用跟踪系统，比如淘宝的鹰眼

（EagleEye）、Twitter的Zipkin、新浪的Watchman，以及京东的Hydra

等。本节笔者先为大家介绍Google的Dapper论文中涉及的关于分布式调



用跟踪系统的一些关键设计目标，再重点演示如何在Dubbo的基础上构建

具备低侵入性的分布式调用跟踪系统。

1.3.1　Google的Dapper论文简介

目前众所周知的一些分布式调用跟踪系统大都脱胎于Google的论文

Dapper, A Large Scale Distributed Systems Tracing

Infrastructure （ 笔 者 认 为 翻 译 较 好 的 一 篇 译 文 ：
http://bigbully.github.io/Dapper-translation）。这篇论文中存在

一些非常有价值的参考信息，如果大家希望在企业内部构建一个适用于

自身业务场景的分布式调用跟踪系统，那么笔者强烈建议仔细阅读这篇

论文。

笔者从这篇论文中整理出了分布式调用跟踪系统的四个关键设计目
标，如下所示：

· 服务性能低损耗；

· 业务代码低侵入；

· 监控界面可视化；

· 数据分析准实时。

首先，分布式调用跟踪系统对生产环境中服务的性能损耗应该做到

尽可能忽略不计，否则在一些特别注重性能的场景下，会严重影响系统

整体的吞吐量，直接导致用户流失。其次，低侵入性也是一个非常重要
的设计目标，分布式调用跟踪系统对于开发人员而言应该做到透明化，

可以想象的是，在实际的开发过程中，业务团队每天只是应付大量的新

增需求或者完善现有功能缺陷就已经应接不暇了，如果还需要在业务代
码中进行大量的埋点上报工作，那么这样的监控系统未免也太脆弱了。

再次，如图1-14所示，可视化的结果展现对于一个监控系统而言似乎是

一个并不过分的要求，如果监控系统不具备可视化界面，那么后期推广
时遇到的阻力可想而知。最后，数据的收集、运算和最终的结果展现应

该做到快捷迅速，如果能够达到准实时级别的结果展现，开发人员就能

够在服务异常的情况下及时做出反应和调整。



图1-14　Twitter的Zipkin系统监控界面

接下来我们来看看分布式调用跟踪系统的主要实现流程。

首先我们应该考虑的是如何将一次请求涉及的所有后端服务串联起

来，这不仅是核心问题也是重点问题，只有将服务调用过程全部串联起
来，才能够清楚一次请求的完整调用链。在这篇论文中，Trace表示对一

次请求的完整调用链追踪，而Span则可以理解为Trace的组成结构，比如

服务A和服务B的请求/响应过程就是一次Span。在生产环境中，一次用户
请求可能涉及后端多个服务之间的调用，那么Span就用于体现服务之间

具体的依赖关系。每一次请求都应该被分配一个全局唯一的TraceID，并

且整个调用链中所有的Span过程都应该获取到同一个TraceID，以表示这
些服务调用过程是发生在同一个Trace上的。

接下来我们来思考如何在服务或服务之间的调用过程中进行埋点和
数据收集上报工作。一般来说，嵌入在RPC框架中进行埋点上报是最适合

不过的（笔者选择嵌入到Dubbo框架中进行埋点和数据上报），因为这样

就可以避免将埋点逻辑侵入业务代码中。而且，开发人员应重点关注的
是自身的业务逻辑，而非埋点逻辑，甚至绝大多数开发人员并不愿意让

这些非必需的耦合“污染”业务代码。埋点位置明确后，需要收集并上

报哪些数据呢？由于上报的数据对后续的运算起了决定性作用，少收集
和无用收集都会影响后续的结果展现和问题定位分析。因此需要收集的

常规数据信息一般都包括TraceID、SpanID和ParentSpanID、RpcContext

中包含的数据信息、服务执行异常时的堆栈信息，以及Trace中各个Span
过程的开始时间和结束时间，并且这些数据信息都是需要在Trace的上下

文信息中进行传递的。



笔者之前也强调过，跟踪系统一定不能对业务系统的执行性能产生
较大影响，否则运维同学不愿意在生产环境中部署这样的监控系统也在

情理之中，因此采样率便显得至关重要。根据流量的大小，动态对采样

阈值进行调整，可以有效降低服务损耗，也可以避免丢失采样等一些较
有价值的监控数据信息。

1.3.2　基于Dubbo实现分布式调用跟踪系统方案

笔者在前面为大家简单介绍了关于分布式调用跟踪系统的一些基础

概念，接下来笔者就为大家演示如何基于Dubbo实现分布式调用跟踪系
统。

Dubbo预留了足够多的接口，开发人员可以非常方便地对其进行二次
开发，在Dubbo框架上实现调用跟踪就显得顺理成章（Twitter的Zipkin

嵌入Finagle框架中，而淘宝的EagleEye则嵌入HSF框架中）。除此之

外，嵌入在Dubbo中基本上可以做到对业务零侵入，不需要开发人员手动
在业务代码中进行埋点上报工作，从而满足Google的Dapper论文的设计

目标，对开发人员做到尽可能的透明化。

尽管市面上不同的服务调用跟踪产品在实现上或多或少都会存在一

些差异，但是它们都具备以下两个基础功能：

· 跟踪每个请求的完整调用链；

· 收集调用链上每个服务的执行耗时，以及整合孤立日志。

既然是嵌入在Dubbo框架中实现服务的调用跟踪，那么方案已经明确

了，但是具体应该如何实施，或者说，Dubbo为开发人员提供了哪些扩展

接口来实现调用跟踪需求呢？一般，在开发过程中使用Filter来拦截
HTTP请求，Dubbo也提供了专门用于拦截RPC请求的Filter接口，以便开

发人员实现服务的调用跟踪和数据收集上报等功能扩展。

先来看看如何使用Dubbo的Filter接口对RPC请求进行拦截，如下所

示：



实现Filter接口后，开发人员还需要重写其invoke(Invoker<?>
invoker, Invocation invocation)方法。该方法中包含两个参数，其中

Invoker接口提供用于执行目标服务方法的invoke()方法，Invocation

接口可以向服务提供方传递当前Trace的上下文信息，其派生为
RpcInvocation类。

成功编写好Filter后，还需要在Spring配置信息中对Filter进行配
置，如下所示：



在此需要注意，由于Dubbo的Filter并没有纳入Spring的IOC容器中

进 行 管 理 ， 因 此 我 们 需 要 在 /resources 目 录 下 创 建 /META-

INF/dubbo/com.alibaba.dubbo.rpc.Filter文件，并在文件中通过键值
对的方式指定Filter类的全限定名，如下所示：

成功配置好Filter后，当服务调用方向服务提供方发起RPC请求时，

Filter将会对其进行拦截，开发人员便可以在远程服务方法的执行前后
实现自定义的埋点上报逻辑。Dubbo提供的Filter既可以对服务提供方进

行拦截，也可以拦截服务调用方，只要在服务调用方和服务提供方的

Spring配置信息中配置好Filter即可。

在Filter中可以使用Dubbo提供的一个临时状态记录器RpcContext
类，通过调用RpcContext提供的一系列方法，可以非常方便地收集到当

前Span过程中包含的一些非常有价值的数据信息，比如被Filter拦截的

到底是服务调用方还是服务提供方、Host、Port、被调用的服务接口名
称、被调用的服务方法名称，以及用户的一些自定义参数等。在分布式

调用跟踪系统中，收集这些关键数据非常重要，因为如果没有这些数据

信息作为支撑，那么后续跟踪系统将无法顺利进行数据运算和结果展

现。使用RpcContext来获取当前Span过程的状态记录信息，如下所示：



既然一次请求可能会涉及后端多个服务之间的调用，并且在并发环

境下同一时刻肯定会有许多用户请求进来，那么如何区分不同的服务调

用究竟属于哪一个Trace呢？为Trace中的每一个Span过程都分配同一个

全局唯一的TraceID是一个不错的方案，这样一来，一次请求中涉及的所
有后端服务调用都会被完整地串联起来。那么TraceID应该如何生成呢？

在单机环境中，生成一个全局唯一的ID似乎是一件非常简单的事情，但

是在分布式环境中，生成一个既要考虑唯一性，又要兼顾连续性的ID就

变得非常困难。关于在分布式环境中生成唯一ID的解决方案，大家可以

直接阅读5.2.6节。

实现调用跟踪首先需要根据TraceID将一次请求中涉及的所有后端服

务调用完整地串联起来形成一个Trace，然后再考虑如何明确各个服务之

间的调用顺序和依赖关系等问题。如图1-15所示，既然可以为Trace分配

TraceID，那么自然也可以为Trace中的每一个Span过程分配一个SpanID

和ParentSpanID。



图1-15　通过TraceID串联起来的Trace

SpanID用于标记每一个Span过程，代表着服务的调用顺序。而

ParentSpanID则用于明确Trace中服务的依赖关系。SpanID的值会随每一
次服务调用递增，而ParentSpanID的值则来源于上一个Span过程的

SpanID，如下所示：

· Consumer和服务A的请求/响应过程为一次Span，由于是根调用，

那么SpanID 为0，没有ParentSpanID；

· 服务A和服务B的请求/响应过程为一次Span，SpanID为1，

ParentSpanID 为0；

· 服务B和服务D的请求/响应过程为一次Span，SpanID为2，

ParentSpanID 为1；

· 服务A和服务C的请求/响应过程为一次Span，SpanID为3，

ParentSpanID 为0。

通过TraceID、SpanID和ParentSpanID，便能够快速地梳理不同的
Trace中服务之间的调用顺序和依赖关系，但是服务调用方如何将这些

Trace上下文信息向下传递给服务提供方呢？如图1-16所示，当Filter对

服务调用方进行拦截时，可以将Trace上下文信息Set进由Dubbo提供的

RpcInvocation接口中；当Filter对服务提供方进行拦截时，再从中获取

出之前由服务调用方传递过来的Trace上下文信息即可。关于

RpcInvocation的使用，如下所示：





图1-16　在RPC请求中传递的Trace上下文信息

除了需要收集TraceID、SpanID和ParentSpanID、RpcContext中包含

的数据信息，以及服务执行异常时的堆栈信息，还需要收集Trace中各个

Span过程的开始时间和结束时间，以便跟踪系统后续根据这些收集到的

时间参数进行服务的执行耗时运算。简单来说，当Filter拦截到RPC请求

时，需要记录一个开始时间，当服务调用完成后还需要记录一个结束时
间。那么服务调用方和服务提供方就是四个不同维度的时间戳，如下所

示：

· Client Send Time（CS，客户端发送时间）；

· Client Receive Time（CR，客户端接收时间）；

· Server Receive Time（SR，服务端接收时间）；

· Server Send Time（SS，服务端发送时间）。

如图1-17所示，通过收集这四个不同维度的时间戳，便可以在一次

请求完成后计算出整个Trace的执行耗时、网络耗时，以及Trace中每个

Span过程的执行耗时、网络耗时等结果数据。关于服务执行耗时的运算

规则，如下所示：

· 服务调用耗时=CR-CS；

· 服务处理耗时=SS-SR；



· 网络耗时=服务调用耗时-服务处理耗时；

· 前置网络耗时=SR-CS；

· 后置网络耗时=CR-SS。

图1-17　服务执行耗时的收集

或许有些同学会对服务调用耗时和服务处理耗时这两者之间的定义
区分不清楚。简单来说，服务调用耗时表示一次RPC请求/响应所花费的

总时间，而服务处理耗时则表示服务提供方执行服务方法所花费的时

间，用前者减去后者就可以得出服务调用消耗在网络上的时间。网络耗

时其实是一个非常重要的性能监控指标，因为在带宽紧张的情况下，网

络访问速度的快慢将直接影响系统整体的吞吐量，当然网络耗时我们还

可以进一步细分为前置网络耗时和后置网络耗时。

在Filter中实现调用跟踪和数据收集上报的伪代码，如下所示：





当服务调用方向服务提供方发起RPC请求时，Filter会对服务调用方

进行拦截，然后试图从ThreadLocal中获取当前线程的Trace上下文信

息，如果不存在则说明这是一次根调用，需要生成TraceID，然后将生成

的TraceID、SpanID设置在Invocation中传递给服务提供方，接着执行前

置数据收集上报（开始时间维度为Client Send Time）。当调用Invoker

接口的invoke()方法执行完远程服务方法后，再执行后置数据收集上报
（结束时间维度为Client Receive Time）。

当RPC请求到达服务提供方后，Filter会对其进行拦截，然后从

Invocation中获取由服务调用方传递过来的Trace上下文信息，并将其存

储到当前线程的ThreadLocal中，然后执行前置数据收集上报（开始时间
维度为Server Receive Time）。当调用Invoker接口的invoke()方法执

行完服务方法后，再执行后置数据收集上报（结束时间维度为Server

Send Time），最后还需要删除存储在ThreadLocal中当前线程的Trace上

下文信息。

如果服务提供方内部还调用了其他服务，Filter会对调用方进行拦
截，然后从ThreadLocal中获取当前线程的Trace上下文信息，修改

SpanID和设置ParentSpanID后，再将其设置到Invocation中传递给服务



提供方，接着执行前置数据收集上报（开始时间维度为Client Send

Time）。当调用Invoker接口的invoke()方法执行完远程服务方法后，再

执行后置数据收集上报（结束时间维度为Client Receive Time）。

图1-18所示为服务调用跟踪的大致流程。在此需要注意，如果将所
有数据信息都直接写入数据库中将给数据库造成较大的负载压力，因此

笔者建议将消息优先写入消息队列中，然后消费端消费到消息后，再写

入数据库，以达到消峰效果。而且，底层存储除了可以使用关系型数据

库，还可以尝试使用HBase之类的NoSQL数据库进行替代，当然这需要根

据实际业务场景而定。如果上报的数据量不大，那么使用MySQL也未尝不

可，并且由于监控数据的时效性较高，长期保存的意义不大，因此定期
清理数据库中的历史数据也是非常必要的。

图1-18　服务调用跟踪大致流程

关于后续分布式调用跟踪系统的数据运算和可视化结果展现等相关
逻辑，本书就不再一一进行讲解了。如果大家感兴趣，可以从GitHub上

下 载 本 小 节 的 完 整 示 例 代 码 进 行 阅 读 和 扩 展 ：

https://github.com/gaoxianglong/service-tracing。

1.3.3　采样率方案



笔者在介绍Google的Dapper论文时，曾经提及过关于跟踪系统的四

个关键设计目标，其中服务性能低损耗这个设计目标非常重要，因为在
生产环境中如果跟踪系统对核心业务的性能影响较大，那么我们不得将

其关停。因此架构师在设计和落地跟踪系统时，必然需要仔细权衡，跟

踪系统所带来的收益一定要大于损耗服务性能的缺陷，否则运维人员可

能不太愿意在生产环境中部署这种Hold不住的监控系统。

跟踪系统对服务的损耗主要在调用跟踪和数据收集上，除了开发人
员自身的代码优化，还可以结合采样率在最大程度上控制损耗。在大促

场景下，由于峰值流量较大，通常只需要采样其中很小的一部分请求即

可（比如1/1000的采样率，跟踪系统只会在1000次请求中采样其中的某

一次），从而降低跟踪系统给服务性能带来的损耗。采样控制最简单的

做法是为所有的服务进程配置相同且固定的采样率，但这种做法显得极

其不灵活，如果采样率阈值被设置得较低，用户流量较小就会错失很多
重要的监控数据，因此笔者在生产环境中并没有采用固定的采样率配

置，而是将采样率配置在配置中心内，以便运维人员根据实际的用户流

量来对跟踪系统的采样率进行动态调整，这样既兼顾了服务性能又可以

不丢失重要的监控数据，如图1-19所示。

图1-19　采样率设置和采样检测

由于将采样率配置在配置中心，一旦我们对采样率进行调整后，所

有Watch到变化的服务进程便可以及时更新缓存在本地的采样率。当

Filter拦截到RPC请求后，首先应该在根调用处判断是否需要对目标请求
进行采样，然后再将判断结果设置在Invocation中向下传递给服务提供

方。Filter的采样检测伪代码，如下所示：





1.4　本章小结

本章笔者为大家详细介绍了互联网领域分布式系统的架构演变过

程。在此大家需要注意，如果用户规模及业务需求的复杂度还没有到

量，那么最好保持现有架构不变，毕竟构建一个高性能、高可用、易扩

展、可伸缩的分布式系统绝非一件简单的事情，需要解决的技术难题太

多。而且，如果业务没有起色，一味地追寻大型网站架构并无任何意

义。当然，随着用户规模的线性增长，以及业务需求越来越复杂，从单
机系统逐渐演变为分布式系统，以更好地支撑业务发展似乎是必经之

路。

拆系统是过渡到分布式系统的第一步，但是随着后续共享业务的增

多、子系统水平扩展开始受限，以及技术团队规模开始膨胀，服务化改

造势不可当。笔者以RPC协议作为切入点，为大家演示了阿里开源的服务
化框架Dubbo的具体使用细节，以及如何通过dubbo-admin来实现服务治

理。在本章的最后，笔者重点为大家演示了如何在Dubbo框架的基础之上

实现一个分布式调用跟踪系统，以便于开发人员在生产环境服务异常的

情况下及时做出反应和调整，为企业大规模服务化保驾护航。



第2章　大流量限流/消峰案例

天猫、淘宝这种级别的大型互联网电商网站，主要的技术挑战来自

于庞大的用户规模所带来的大流量和高并发，在“双11”、“双12”等

大促场景下尤为明显。如果不对流量进行合理管制，肆意放任大流量冲

击系统，那么将导致一系列的问题出现，比如一些可用的连接资源被耗

尽、分布式缓存的容量被撑爆、数据库吞吐量降低，最终必然会导致系

统产生雪崩效应。当然，应对大流量和高并发也没有大家想象得那么复

杂和神秘，一般来说，大型互联网站通常采用的做法是通过扩容、动静

分离、缓存、服务降级及限流五种常规手段来保护系统的稳定运行。

不同的企业可能会采用不同的解决方案来应对大流量和高并发，因

为不同业务之间存在的差异性决定了不会诞生通用的解决方案，所谓条

条大路通罗马，只要能够换取同质性的结果，过程如何就显得不是特别

重要，这就好比如果能够提前知道罗马的具体位置，那么处处都是路，

怎么走都行。本章的重点是流量管制，只要我们能够采用合理且有效的

方式管制住用户流量，让其有秩序地对系统进行访问，那么无论是在平

时还是在大促的时候，系统都能够稳定运行。需要明确的是，流量管制

的目的是保护系统，让系统的负载处于一个比较均衡的水位，而不是刻

意为了限流而限流，否则将会严重影响用户体验，得不偿失。



2.1　分布式系统为什么需要进行流量管制

在讨论系统为什么需要进行限流之前，我们先来聊一聊生活中那些

随处可见的流量管制场景。笔者的居住地和工作地都在深圳，由于是一

线城市，就以出行时乘坐地铁为例。在工作日的上下班高峰期，地铁站

可谓人满为患，此期间地铁站的负载压力与春运相比简直是有过之而无

不及，原本从站厅到站台最多只需花费5分钟左右的时间，却在地铁安保

人员的流量管制下被迫花费20～30分钟才能够顺利进入站台，足足是平

时的5倍多，其中的艰辛，相信挤过公交、地铁的同学应该都能够感同身

受。

那么，为什么在流量管制后需要花费这么长的时间才可以顺利搭乘

地铁呢？其实就是排队，从站厅层开始，工作人员会慢慢引流，这样站

台层的压力就会减小很多，不会使大量无秩序的乘客全部拥堵在站台

层，导致想上的人上不去，想下的人下不来，车门关不上，地铁也无法

顺利行驶（笔者经常看见一些乘客不顾生命危险在地铁门关上的一刹那

冲抢车门，导致背包、外套，以及头发被安全门夹住等悲剧发生），还

会导致后续列车因为临时停车而影响到站时间，因此牺牲一点个人时间

换来整体的井然有序是非常值得的，如图2-1所示。试想一下，如果早晚

高峰期地铁不实施流量管制，那么一定会导致站厅层和站台层都被挤得

水泄不通，就算你使出洪荒之力，也不一定就能够挤得上车，就算你侥

幸挤上去了，也一定会被挤压成陕西名吃“肉夹馍”，并且在人满为患

的公共场所，最怕的就是拥挤，因为一旦拥挤就非常容易发生安全事

故，所以限流，既能够保证每一位乘客最终都能够顺利上车，又能够确

保地铁行驶有条不紊地进行。



图2-1　地铁高峰期流量管制

2016年的“双11”大促活动，在剁手党们的齐心协力下，天猫商城

又一次刷新了历史，52秒10亿元、不到7分钟破百亿元，最终以1207亿元

的总成交记录傲视群雄，简直堪称行业奇迹。大家思考一下，在傲人的

成绩面前，阿里的技术团队是依靠哪些“高精尖”的技术才让系统有效

扛住如此庞大的用户流量呢？简单来说，大型网站的成长往往都伴随着

大流量和海量数据的洗礼，那么在类似“双11”这种大促场景下，笔者

总结了以下五种分布式系统应对高并发、大流量的常规手段：

· 扩容；

· 动静分离；

· 缓存；

· 服务降级；

· 限流。

由于单台服务器的处理能力有限，因此当一台服务器的处理能力接

近或已超出其容量上限时，采用集群技术对服务器进行扩容，可以很好



地提升系统整体的并行处理能力，在集群环境中，节点的数量越多，系

统的并行处理能力和容错性就越强。动静分离其实是一个老生常谈的话

题，简而言之，系统需要将动态数据和静态数据分而治之，用户对静态

数据的访问，应该避免请求直接落到企业的数据中心，而是应该在CDN中

获取，以加速系统的响应速度。大促场景下热点数据的读/写操作一直就

是最核心的技术难题，通过缓存技术，系统在应对高并发、大流量时可

谓如虎添翼，因为缓存的读/写效率要远胜于任何关系型数据库，合理地

使用缓存技术，系统的吞吐量将会得到质的提升。在1.2.4节中，笔者为

大家介绍了大规模服务化场景下服务治理的重要性，其中服务的升/降级

处理尤为重要，当系统容量支撑核心业务都捉襟见肘时，牺牲掉部分功

能换来系统的核心服务不受影响是非常有必要的，毕竟有损服务和系统

宕机完全不能对外提供服务是两码事。和现实生活中流量管制的场景类

似，当网站举行大促活动时，那些单价比平时更给力、更具吸引力的热

卖商品一定会吸引大量的用户前来购买，因此需要采用合理且有效的限

流手段对系统做好保护，毕竟不是任何场景都可以仅通过缓存和服务降

级等技术就能够实现一本万利，如系统中的写服务（用户下单、库存扣

减、商品评论等）。

任何一个分布式系统的容量都会存在上限，哪怕天猫这种级别的网

站也不例外。一旦用户流量过载，系统的吞吐量便会开始下降，RT线性

上升，最终导致系统容量被撑爆而出现雪崩效应。因此，架构师在对系

统架构进行设计时，一定要考虑到系统整个链路中的各个环节，就像笔

者所示应对高并发、大流量的五种常规手段一样，这些看似平淡无奇甚

至“毫无新意”的技术，组合在一起时却能爆发出惊人的力量。在此需

要注意，对于大型网站而言，其架构一定是简单和清晰的，而不是炫技

般的复杂化，毕竟解决问题采用最直接的方式直击要害才是最见效的，

否则事情只会变得越来越糟。

如图2-2所示，在高并发、大流量场景下合理地运用扩容、动静分

离、缓存、服务降级及限流五种常规手段，可以使用户流量像漏斗模型

一样逐层减少，让流量始终保持在系统可处理的容量范围之内。



图2-2　漏斗模型



2.2　限流的具体方案

限流的手段是非常多样化的，不同的互联网企业会因为业务的不同

而选择不同的限流技术、限流算法，所以就限流本身的选型而言，业界

并没有统一的标准，只要系统能够通过某种限流手段合理地对流量实施

管制，保证系统能够有条不紊地运行，那么使用哪一种限流技术就不是

特别重要。值得一提的是，大家千万不要盲目地用所谓的大公司的解决

方案给自己套上枷锁，并不是说互联网巨头用什么技术或者解决方案大

家就要一味地照搬不误，只有适用于自身业务的才是最合适的，否则被

带沟里去了还全然不知。

笔者在实际工作中，对各种限流技术都有幸接触过并使用到了，因

此笔者接下来便会针对这些不同类型的限流技术的具体应用场景进行重

点讲解。

2.2.1　常见的限流算法

可以毫不客气地说，在实际的开发过程中，基本上每个开发人员都

直接或间接地与限流算法打过交道，比如池化资源技术（数据库连接

池、线程池、对象池等）。以数据库为例，我们都知道数据库连接是一

种非常昂贵且数量有限的底层资源，为了避免并发环境下连接数超过数

据库所能够承载的最大上限，合理地运用连接池技术，可以有效限制单

个进程内能够申请到的最大连接数，确保在并发环境下连接数不会超过

资源阈值。池化资源技术的限流其实就是通过计数器算法来控制全局的

总并发数，笔者在生产环境中，正是使用计数器算法来实现大促场景下

的商品抢购限流的。关于抢购限流的解决方案，大家可以直接阅读2.2.4

节。除了基于计数器的限流算法，目前市面上还有以下两种比较常见的

限流算法。

1.令牌桶算法

令牌桶（Token Bucket）算法主要用于限制流量的平均流入速率，

并且还允许出现一定程度上的突发流量，如图2-3所示。基于令牌桶算法

的限流场景较多，比如Nginx的限流模块就是一个典型的采用令牌桶算法

的实现。令牌桶算法限流的基本流程如下所示：



· 每秒会有r个令牌被放入桶内，也就是说，会以1/r秒的平均速率

向桶中依次放入令牌（比如每秒共放入10个令牌，那么每0.1秒放入1个

令牌）；

· 桶的容量是固定不变的，假设桶中最多只允许存放b个令牌，如

果桶满了再放入令牌，则溢出（新添加的令牌被丢弃）；

· 当一个n字节的请求包到达时，将消耗n个令牌，然后再发送该数

据包；

· 若桶中的可用令牌数小于n，则该数据包将会被执行限流处理

（被抛弃或缓存）。

图2-3　令牌桶算法流程

2.漏桶算法

漏桶算法（Leaky Bucket）也可以高效地实现流量管制，如图2-4所

示。漏桶算法限流的基本流程如下所示：

· 可以以任意速率向桶中流入水滴；

· 桶的容量是固定不变的，如果桶满了则溢出（新流入的水滴被丢

弃）；

· 按照固定的速率从桶中流出水滴。



图2-4　漏桶算法流程

从本质上来说，令牌桶算法和漏桶算法都可以用于在高并发、大流

量场景下对流量实施管制，让系统的负载处于比较均衡的水位，不会因

为峰值流量过大，导致系统被击垮。但是需要注意，这两种算法的限流

方向是截然相反的。令牌桶算法限制的是流量的平均流入速率，并且可

以允许出现一定程度上的突发流量，当桶中令牌数量不足扣减时，新的

请求将被执行限流处理；而漏桶算法限制的是流量的流出速率，而不是

流入速率，并且这种流出速率还是保持固定不变的，不允许像令牌桶算

法那样出现突发流量，当流入的水滴超过桶的容量时，新的请求将被执

行限流处理。

2.2.2　使用Google的Guava实现平均速率限流

和Apache的Commons类似，Guava是Google提供的对Java API进行上

层封装的开源工具包，在开发过程中使用Guava或Commons提供的类库，

可以大幅度减少开发人员的编码量，使开发人员更专注于自身的业务逻

辑，提升开发效率。Guava最大的特点就是封装了Java API中的集合框架

和Cache等特性。因此，在本地缓存领域除了可以使用EhCache，Guava

Cache也是一个非常不错的替代方案。当然，笔者并不打算对Guava 的所

有特性都逐一进行讲解，仅仅针对Guava提供的限流功能进行演示。如果

大家感兴趣，可以自行下载Guava的源码进行阅读和分析，网址为

https://github.com/google/guava.git。

如果希望在程序中实现基于令牌桶算法那样的平均速率限流，那么

使用Guava 的RateLimiter抽象类会是一个不错的选择。简而言之，



RateLimiter提供了令牌桶算法的实现，使得我们可以非常方便地在程序

中实现流量的平均流入速率限流。

本书所使用的Guava版本为18.0，大家可以通过Maven依赖的方式下

载Guava的相关构件，如下所示：

成功下载好运行Guava所需的相关构件后，就来看看应该如何使用

RateLimiter提供的限流功能，如下所示：

在上述程序示例中，笔者通过调用RateLimiter的create(double

permitsPerSecond) 方 法 创 建 了 一 个 RateLimiter 实 例 ， 参 数

“permitsPerSecond”设置了每秒向桶中放入5个Token。假设每次每个

请求都只从桶中获取1个Token，那么大约需要2秒才可以从桶中获取10个

Token，也就是说，系统每秒只允许5个并发请求。输出结果如下所示：



为了应对突发流量，RateLimiter也支持请求一次从桶中获取多个

Token，如下所示：

在上述程序示例中，笔者模拟了一次突发流量的情况，当请求一次

性拿完了桶中仅有的5个Token后，大约需要等待1秒，后续请求才可以继

续从桶中获取出Token，因为每0.2秒放入1个Token，需要在偿还完之前

因突发流量提前透支的Token数量后，才能允许请求进行消费。假设在

limit.acquire(5)方法前休眠1秒，限流效果将发生变化，因为程序在休

眠时，桶中已经被放入了足够数量的Token。

除了标准的平均速率限流，如果希望系统在启动时的限流速率从慢

速逐渐过渡到平均速率，给系统一个缓冲时间，那么RateLimiter也提供

有相应的支持，只需要在create()方法中设置缓冲时间即可，如下所

示：



在 create(double permitsPerSecond, long warmupPeriod,

TimeUnit unit)方法中，参数“warmupPeriod”用于设置限流速率从慢

速过渡到平均速率的缓冲时间，参数“unit”则用于设置缓冲时间单

位。在此需要注意，假设请求被执行限流后，我们不希望请求一直处于

等待状态获取Token，而是直接丢弃或短暂等待，那么便需要使用

RateLimiter提供的tryAcquire()方法，如下所示：

2.2.3　使用Nginx实现接入层限流

Nginx是一个开源的高性能HTTP服务器，同时也可以作为一个反向代

理服务器，甚至还可以作为一个IMAP/POP 3/SMTP服务器。由于Nginx拥

有强悍的并发处理能力，因此许多互联网企业都将Nginx部署在接入层，

将其当作反向代理服务器来使用，负责请求的负载均衡和分发等工作。

鉴于Nginx的优异性能，阿里开源的Tengine产品就是在Nginx的基础上进

行二次开发的，并专门针对高并发、大流量场景进行了诸多优化，还提

供了一些Nginx所没有的高级功能和特性。如果大家感兴趣，可以自行下

载Tengine的源码进行阅读和分析：https://github.com/alibaba/

tengine。

除了可以使用Nginx负责请求的负载均衡和分发等工作，Nginx自带

的限流模块还可以有效帮助运维人员在接入层中限制流量的平均速率。



开启Nginx的限流功能，如下所示：

在上述Nginx的配置信息中，参数limit_req_zone用于设置每个IP在

单位时间内所允许发起的请求数，值“rate=10r/s”表示每个IP每秒只

允许发起10个请求。如果每秒每个IP发起的请求数超过10个应该怎么办

呢？参数limit_req的作用类似于缓冲区，用于缓存还没有来得及进行处

理的请求，值“burst=100”表示缓存的请求数为100，如果缓冲区中也

缓存不下时，新的请求将会被拒绝和抛弃。

2.2.4　使用计数器算法实现商品抢购限流

除了令牌桶、漏桶等限流算法，计数器算法也可以达到不错的限流

效果。笔者以限时抢购场景为例，当用户成功下单后便需要扣减指定商

品的库存数量，但是大量的并发请求对数据库中同一行记录执行更新操

作必然会导致数据库出现较大的负载压力。关于热点数据的读/写优化案



例，大家可以直接阅读第4章。在此需要注意，针对瓶颈点进行优化是一

方面，如果系统前端能够配合交易系统做好限流保护更可事半功倍。

那么在程序中我们应该如何实现商品抢购限流呢？简单来说，抢购

限流其实指的就是指定的SKU在单位时间内允许被抢购的次数，一旦超过

所设定的阈值，那么系统将会拒绝后续用户的抢购请求（如果希望拥有

较好的用户体验，客户端可以配合实施抢购失败时的排队等待页面效

果）。比如，某一个SKU的限流规则为10秒5000次，如果10秒之内这个

SKU的抢购次数达到了5000次，则拒绝后续抢购请求，10秒之后，限流逻

辑可以对这个SKU的可抢购次数（计数器）进行重置，确保之前没有抢购

成功的用户可以继续正常参与抢购。抢购限流的伪代码如下所示：



在生产环境中，笔者将限流规则配置在配置中心内，以便后续对限

流开关进行动态关停和变更不同SKU的限流规则。当然，可抢购次数的扣

减操作，既可以在Redis等集中式容器中进行，也可以直接在本地进行。
无论选择哪一种方式，限流效果均是一致的，只是后者在实现上会更加

简单。

假设商品业务是一个由10台机器构成的集群，并且希望指定的SKU在

10秒内只允许被抢购5000次，如果在本地扣减可抢购次数，那么限流规

则应该被设定为10 秒500次（可抢购次数/节点数），这就很好地控制住
了单机的并发写流量。



2.3　基于时间分片的消峰方案

笔者在前面几个小节中曾为大家介绍了如何通过技术手段进行流量
管制，其实，也可以在业务上做调整。大家千万要记住，试图采用技术

来解决一切问题是非常愚蠢的，通常我们使用技术是为了实现特定的业

务需求，但如果业务本身存在问题（如12306网站早期的业务架构），那
么架构师就应该尝试换个思路或玩法，只要系统能够有效Hold住流量，

保证不被无情地击垮，便是赢。

所谓消峰，其实指的就是对峰值流量进行分散处理，避免在同一时

间段内产生较大的用户流量冲击系统，从而降低系统的负载压力。接下

来笔者就为大家讲解如何在业务上做调整来实现流量消峰。

2.3.1　活动分时段进行实现消峰

大促活动整点的波峰值流量如同一把尖锐的刺刀，让人不寒而栗，

但是如果将整点的促销活动调整到多个时段进行（比如某一个SKU的库存

数量为5000，抢购时段被分为10次，那么运营人员在每个时段放置的库
存数量为500（SKU/时段）），同一时段聚集的用户流量将会被有效分

散，大家都不会火急火燎地在同一个时间点去抢购心仪的爆款商品，这

样系统的负载压力将会大大降低。

在业务上做调整来对流量进行消峰，也能够收获非常好的限流效

果，这便是站在业务的角度对系统实施保护的一个非常典型的案例。

2.3.2　通过答题验证实现消峰

基于时间分片进行消峰的玩法还是比较丰富的，笔者认为其中最有

趣的当属答题验证。参与过抢购的同学对于答题验证环节应该不会感觉

到陌生，在活动开始前，我们就盯着显示器上心仪的商品希望能够在活
动开始后顺利将其收入囊中，但很多时候却在答题验证环节出了错误，

最终导致抢购失败。

随着机器学习的日趋成熟，一些简单的字符、算数运算、图片等多

种形式的验证码显然已经无法有效阻挡秒杀器（通过光学字符识别，或



者智能图像识别等技术可以快速准确地进行识别）的步伐，因此提升验

证码难度和降低图片画质就迫在眉睫。笔者认为中国铁道部的12306网站
将验证码的难度提升到了一个新的高度，在一票难求的春运抢票活动

中，尽管那一道道各式各样的“奇葩”验证码，遭到了广大“吃瓜群

众”的集体吐槽，但却成功阻挡了秒杀器和降低了峰值流量，如图2-5所
示。

图2-5　12306网站的验证码

如果用户在下单前需要经历答题验证环节，那么峰值的下单请求必

然会被拉长，并且靠后的请求自然也会因为没有库存而无法顺利完成下

单，因此同一时间对系统进行并发写的流量将会非常有限。



2.4　异步调用需求

面向对象（Object Oriented）的本质是让代码能够更好地实现复

用，但是任何基于面向对象的编程语言，似乎都摆脱不了软件工程中一

个永恒的问题，那便是代码如何才能够更好地实现解耦。尽管并不存在
最优的解耦方案，但是只要架构师和开发人员能够在系统的设计和实现

上遵循单一化原则，尽量面向接口编程，以及善用设计模式，那么耦合

自然就降低了。当然，如果想在程序中完全解除耦合是不切实际的，因
为如果程序中没有了耦合，我们将什么事也做不了。

异步调用是能够显著提升程序执行性能的技术，开发人员可以通过
创建线程来实现方法的异步调用，将程序中原本的串行化执行流程变为

并发/并行执行，并且在Java 7的新增语法特性中，Fork/Join框架的到

来也正式让Java语言过渡到了多核并行计算时代，由于能够将一个任务
量化到最小，并提供了高计算密度的并行处理能力，因此任务的执行效

率将得到质的提升。看到这里或许有些人已经产生了疑问，异步调用和

系统解耦之间究竟存在什么必然的联系呢？在第1章中，笔者曾为大家讲
解过如何通过业务垂直化、系统独立部署等分而治之的手段来实现不同

业务、不同系统之间的解耦。除此之外，通过消息中间件实现异步调用

也是在分布式环境下解决系统之间的耦合及大流量消峰的重要手段。

2.4.1　使用MQ实现系统之间的解耦

在本书示例的很多技术难题的解决方案中，大家都会看到

MQ（Message Queue，消息队列）的身影，在大部分情况下，我们在程序

中使用MQ是为了实现特定场景下的流量消峰，以及通过消息传递来实现
异步调用等操作。由于MQ技术发展至今已经相当成熟了，目前市面上也

汇集了许多优秀的开源MQ产品，如Apache的ActiveMQ和Kafka、阿里的

RocketMQ，以及HornetQ、RabbitMQ、ZeroMQ等，笔者建议用户规模较小

的网站使用遵循JMS（Java Message Service）规范的ActiveMQ这种轻量
级的MQ产品（甚至也可以使用Redis提供的Publish/Subscribe模型），

而KafKa、RocketMQ等类型的MQ产品，天生就是为互联网场景下拥有高并

发、大流量的分布式系统量身打造的。因为在这种规模的消息体量上，



我们重点需要考虑的是MQ产品的吞吐量、可用性及扩展性等多个方面的
问题。

关于如何使用MQ来进行大流量消峰，大家可以直接阅读2.4.4节。当

然，在此之前，笔者首先为大家讲解在程序中应该如何使用MQ实现系统

之间的解耦。当业务垂直化并独立部署后，尽管不同的业务子系统之间
可以通过RPC请求来实现服务调用，但是在某些情况下，这些依赖又并不

一定都是必需的，因此完全可以使用消息传递来替代RPC调用。比如，某

个用户向用户系统发起注册请求，假设注册操作需要经历注册校验、新
用户信息入库、调用邮件系统发送账号激活邮件、激活新账号四个步

骤，但是对于用户系统而言，邮件系统却并不是必须依赖的，也就是

说，当完成注册步骤后，我们可以立即选择将消息写入到消息队列中，

待消费者消费后，异步完成激活邮件的发送即可，如图2-6所示。如果用
户系统中包含较多的非必需依赖，那么必然会提升其复杂度和维护成

本。总之，那些非必需的依赖，在实际的开发过程中我们都可以通过消

息传递来进行替代，从而保证进程功能的单一性。

图2-6　通过消息传递实现异步调用

2.4.2　使用Apache开源的ActiveMQ实现异步调用

既然谈到ActiveMQ，就不得不提及JMS规范，毕竟ActiveMQ是一个遵
循了JMS规范的开源消息中间件实现。根据JMS的架构模型来看，JMS主要

由 JMS Provider 、 Provider 及 Consumer 三 个 角 色 构 成 ， 其 中 JMS

Provider的主要任务是负责消息路由和消息传递，而Provider（消息生
产者）和Consumer（消息消费者）其实都属于JMS客户端，只是前者负责



向消息队列写入消息，而后者负责订阅消息。JMS的消息模型有两种，如

下所示：

· Point-to-Point（P2P，点对点）模型；

· Publish/Subscribe（pub/sub，发布/订阅）模型。

如图2-7所示，JMS两种类型的消息模型其实都非常简单和易于理

解，Point-to-Point实际上就是一对一的消息推送/消费模式。简单来

说，如果有多个消费者都在监听消息队列上的消息，那么JMS Provider

则会根据先到先得的原则确定唯一的消费者，然后由指定的消费者对目
标消息进行消费，当然如果目前还没有任何的消费者在监听消息队列，

那么未被消费的消息将会被暂时积压在消息队列中，直至最终被消费为

止。实际上，Point-to-Point是一个典型的PULL模式，由消费者主动从
消息队列中获取消息，这和Publish/Subscribe模型是截然不同的。

Publish/Subscribe其实是一种一对多或者广播形式的消息模型，对于订

阅了目标Topic的所有消费者，JMS Provider都会将指定的消息PUSH给他
们进行消费。当然，究竟应该使用哪一种消息模型，大家还需要根据实

际的业务场景而定。

图2-7　JMS的两种消息模型



当大家对JMS规范有所了解后，笔者就为大家演示如何在程序中使用

ActiveMQ来进行消息传递。ActiveMQ分为客户端和服务端，客户端对应

的是消息的生产者和消费者，而服务端对应的则是JMS规范中的JMS
Provider 角 色 。 大 家 可 以 从

http://activemq.apache.org/download.html处进行下载，然后启动消

息服务端。成功启动消息服务后的界面如图2-8所示，大家可以直接访问
ActiveMQ提供的管理控制台界面（http://host:8161/admin），其初始

账号密码为admin/admin，如果想修改初始的账号和密码，直接编

辑/conf/jetty-realm.properties文件即可。

图2-8　ActiveMQ的管理控制台界面

本书使用的ActiveMQ版本为5.14.1，开发人员可以通过Maven依赖的

方式下载ActiveMQ构件，如下所示：

成功下载好运行ActiveMQ所需的相关构件后，首先要做的事情就是

编写消息生产者，如下所示：





在上述程序中，我们首先需要创建一个ConnectionFactory实例，然

后从该实例中获取和启动连接，再从会话连接中创建事务session，并在

写 入 消 息 之 前 创 建 消 息 生 产 者 和 设 置 消 息 模 型 （ Session 的
createQueue(String queueName)方法用于设置Point-to-Point模型，而

createTopic(String queueName)方法用于设置Publish/Subscribe模

型），当一切准备就绪后，调用MessageProducer的 send(Message
message)方法即可成功将消息写入到消息队列中。

接下来我们来看看如何编写消费者代码，如下所示：





消费者代码和生产者代码非常相似，区别是消费者需要实现
MessageListener接口，并重写onMessage()方法实现消息监听。关于

ActiveMQ的更多使用方式本书不再一一进行讲解，大家可以参考其他的

文献或书籍。

2.4.3　使用阿里开源的RocketMQ实现互联网场景下的
流量消峰

笔者曾为大家介绍了Apache开源的轻量级消息中间件ActiveMQ。由

于ActiveMQ在部署和使用上非常简单，因此在一些用户规模较小的场景
下使用ActiveMQ会非常实惠，但是它却并不适用于互联网，毕竟

ActiveMQ这类消息中间件的设计初衷就是为企业级应用而服务。

相信大家都知道，任何一款消息中间件的基础功能都是实现异步调

用和系统之间的解耦，但是在互联网场景下，大型网站需要面对的主要

问题是高并发和海量数据。通过集群技术可以很好地提升系统的并行处
理能力，落地服务化架构可以实现分而治之的管理，能够有效避免牵一

发而动全身的风险，但是遵循JMS规范的消息中间件似乎并不重视分布式

应用，并且通常对分布式特性的支持相对较弱。除此之外，在某些特殊
场景下，我们还需要考虑顺序消息、事务消息、高吞吐量、高可用性及

扩展性等问题，这些似乎都不是ActiveMQ的强项。因此笔者建议大家使

用为互联网场景量身定制的分布式消息中间件产品来实现系统之间的解
耦、异步调用及大流量消峰等操作，比如Apache开源的Kafka、阿里开源

的RocketMQ等产品，当然本书的主角是RocketMQ。

RocketMQ是阿里开源的一款分布式消息中间件，前身为MetaQ，但是

在3.0版本之后，阿里正式将其更名为RocketMQ。它具备以下六个特点：

· 支持顺序消息；

· 支持事务消息；

· 支持集群与广播模式；



· 亿级消息堆积能力；

· 完善的分布式特性；

· 支持Push与Pull两种消息订阅模式。

在历年的“双11”大促活动中，RocketMQ都承担着阿里生产系统
100%的消息流转，在核心交易链路有着稳定和出色的表现，是承载交易

峰值（2016年为17万笔/秒）的核心基础产品之一，并且阿里也计划将

RocketMQ捐赠给Apache社区，这对于推动国产技术迈向国际化舞台来说
无 疑 是 一 件 值 得 庆 幸 的 事 情 。 RocketMQ 的 项 目 地 址 为

https://github.com/alibaba/RocketMQ。

如 图 2-9 所 示 ， RocketMQ 由 NameServer 、 Broker 、 Producer 及

Consumer四部分构成，每个部分都可以采用集群部署，在最大程度上保

证了消息服务整体的高可用性。

图2-9　RocketMQ的网络架构

简单来说，NameServer其实就是一个注册中心，Broker、Producer
及Consumer在启动时都会向其进行注册，它的主要功能是负责客户端的

寻址操作。NameServer集群中的各个节点之间都是无状态的，由于

NameServer并不会存在特别频繁的读/写操作，几乎没有负载压力，因此

在生产环境中部署NameServer集群时并不需要添加太多的节点。

Broker为消息服务端，提供消息的管理、存储及分发等功能。一个
Topic会被均匀分布到集群环境中的所有Broker节点上，在RocketMQ中实

际负责消息存储的是Queue，它包含在Topic内部。换句话说，Queue是消



息存储的最小逻辑单元。如果生产环境中某个Topic的消息量特别大，那

么应该为Broker集群添加更多的节点来降低单个Broker节点的负载压
力。当每个Broker节点启动时会和NameServer集群中的所有节点建立长

连接，并定时轮询发送心跳和Topic信息，由NameServer负责定时检查当

前的存活连接，如果在指定的时间内没有接收到心跳，那么这个Broker
节点的会话连接将会被NameServer主动关闭。

Producer为消息生产者，用于向Broker推送消息；而Consumer为消
息消费者，负责消费Broker中的消息。单个Producer和Consumer在启动

时会和集群环境中的某一个NameServer节点建立长连接，定时轮询Topic

信息，如果当前所连接的NameServer节点宕机，则自动重连到其他集群

节点上。除此之外，Producer和Consumer还会定时向Broker发送心跳，
由Broker负责定时检查当前的存活连接，如果在指定时间内没有接收到

心跳，那么客户端的会话连接将被Broker主动关闭。

对于Broker的部署，RocketMQ提供以下四种部署形式：

· 单Master模式；

· 多Master集群模式；

· 多Master/Slave异步复制模式；

· 多Master/Slave同步双写模式。

单Master的部署形式是最简单的，但也是风险最大的，因为一旦

Master宕机，那么整个消息服务将不可用。因此在生产环境中，笔者建

议至少应该采用多Master集群模式进行部署，这样即便集群环境中的某
一个Broker节点宕机，Consumer和Producer还可以继续访问其他节点，

并且采用多Master集群模式性能也是最好的，配置也不复杂。唯一的缺

点就是集群环境中某一个Broker节点宕机期间，未被消费的消息在该节

点还未恢复之前Consumer并不能够进行消费，因此如果希望Broker节点

宕机后Consumer还能够继续消费该节点上未被消费的消息，那么只能够

采用多Master/Slave集群模式进行部署。

在多Master/Slave集群模式下，RocketMQ提供主从之间的同步双写

和异步复制两种方式。如果采用同步双写模式来同步数据，那么就类似

于MySQL数据库的半同步复制（Semi-synchronous Replication）功能，

同一份数据只有在主从都成功写入后，才会返回给Producer，这样即便

Master宕机，Consumer仍然可以从Slave上订阅还未被消费的消息，并且



主从之间的消息是无延迟的，但性能相对较低。如果采用异步复制，由

于主从之间的数据同步采用异步操作，对性能的影响自然就较小，几乎

接近于多Master集群模式的性能，但会导致主从之间出现一定数据不一
致的窗口期，但通常消息的延迟都是在毫秒级别。在此需要注意，目前

开源版本的RocketMQ并不提供Master宕机后Slave自动切换为Master的功

能，因此究竟应该使用哪一种部署模式，还需要根据实际的应用场景而

定。

接下来笔者就为大家演示应该如何部署Broker，本书仅以多Master
集群模式为例，关于Broker的其他部署模式，本书不再一一进行讲解，

大家可以参考其他的文献或者书籍。

本书所使用的RocketMQ版本为3.2.6。当大家成功下载好RocketMQ

后 ， 可 以 通 过 命 令 “tar -zxvf” 对 其 进 行 解 压 ， 然 后 编 辑 文
件/etc/profile配置RocketMQ的环境变量，如下所示：

当 RocketMQ 的 环 境 变 量 配 置 完 成 后 ， 通 过 命 令 “source

/etc/profile” 让 其 立 即 生 效 。 在 启 动 Broker 之 前 ， 要 先 启 动

NameServer，为了演示方便，笔者仅启动一个NameServer节点，如下所

示：

当成功启动NameServer节点后，再启动多个Broker（Master）节

点，如下所示：



在此需要注意，如果是在同一台物理机器上部署多Master集群模

式，那么必须为不同的Broker节点指定不同的端口号，否则将触发以下

异常信息：

编辑$RMQ_HOME/conf/2m-noslave/目录下的broker-a.properties和
brokerb.properties两个文件，修改Broker的端口，如下所示：

当成功启动NameServer节点和Broker节点后，笔者再为大家演示应

该如何使用RocketMQ的Producer和Consumer实现消息推送和消息订阅。

开发人员可以通过Maven依赖的方式下载RocketMQ构件，如下所示：



成功下载好运行RocketMQ所需的相关构件后，应编写消息生产者，

如下所示：



在上述程序中，我们先创建了一个DefaultMQProducer的实例，代表

RocketMQ的消息生产者，设置producerGroup和NameServer地址后调用其

start()方法即可启动Producer的连接。在此需要注意，在集群模式下，

由于Topic会被均匀分布到集群环境中的所有Broker节点上，那么

Producer在启动时，会和该Producer关联的所有Broker节点建立长连
接。



DefaultMQProducer提供send()方法用于向消息队列中写入消息，其
构造函数中参数Message为RocketMQ提供的消息对象。Message构造函数

的第1个参数为TopicName，第2个参数为消息主体（需要显式转换为字节

数组在网络中进行传递），当一切准备就绪后，调用send()方法即可成

功将消息写入到指定的Topic中。

接下来我们来看看如何编写消息消费者代码，如下所示：





在上述程序中，笔者指定了Consumer采用的消息订阅模式为PUSH，

尽管RocketMQ还支持PULL模式，但无论开发人员在程序中使用哪种消息

订阅模式，RocketMQ在底层仍然使用PULL模式负责消息订阅。

创建DefaultMQPushConsumer对象实例后，意味着创建了一个
RocketMQ中的消息消费者，和创建消息生产者类似，我们仍然需要指定

NameServer的地址。对于那些消息体量较大的场景，笔者建议为

Consumer设置合理的工作线程数（默认最小线程数为20，最大线程数为

64 ） ， 如 果 线 程 数 设 置 得 过 多 或 过 少 ， 必 然 会 适 得 其 反 。

DefaultMQPushConsumer的setMessageModel()方法用于设置Consumer采

用哪种消息模型，RocketMQ默认支持集群和广播两种消息模型，如果采
用的是集群模型（点对点模型），那么同一个消息只会由Consumer集群

中的某一个节点进行消费；广播模型则恰恰相反，所有订阅了目标Topic

的Consumer节点都可以进行消费。

DefaultMQPushConsumer提供的setConsumeFromWhere()方法用于指

定 Consumer 从 哪 里 开 始 消 费 ， 本 书 采 用 的 是

CONSUME_FROM_FIRST_OFFSET，也就是说，一个新的订阅组第一次启动从

队列的最前位置开始消费，再启动从上次消费的位置开始消费。当然还

可以指定其他方式，如下所示：



通过DefaultMQPushConsumer的registerMessageListener()方法可

以 让 Consumer 从 指 定 的 Topic 中 订 阅 消 息 ， 该 方 法 参 数

MessageListenerConcurrently接口的consumeMessage()方法需要开发人
员 重 写 ， 这 样 一 旦 有 消 息 写 入 ， Consumer 便 可 进 行 消 费 。

consumeMessage() 方 法 的 返 回 值 为 枚 举 类 型 Consume

ConcurrentlyStatus，代表了消息的消费状态，如果消息消费成功则可

以返回CONSUME_SUCCESS，反之返回RECONSUME_LATER后允许重复进行消

费，在最大程度上确保消息能够消费成功，并且在某些特殊场景下也便

于让业务实现Failover操作。

最终仍然需要调用DefaultMQPushConsumer的start()方法来启动

Consumer连接，和启动Producer一样，启动Consumer时也会和该

Consumer关联的所有Broker节点建立长连接。

RocketMQ的部署和使用方法其实还是比较简单的，但RocketMQ默认
情况下并没有像ActiveMQ那样为开发人员提供管理控制台界面，但这并

不意味着无法对Topic、Cluster及Broker等信息进行管理。接下来笔者

为大家演示如何使用RocketMQ提供的mqadmin工具来实现一些基本的命令

管理，如下所示：

创建一个指定的Topic：

删除一个指定的Topic：

查看Broker中所有的Topic信息：



查看指定Topic的统计信息：

查看所有的消费组Group：

查看指定消费组下所有Topic的消息堆积情况：

2.4.4　基于MQ方案实现流量消峰的一些典型案例

笔者在前面为大家详细讲解了关于MQ的一些基础概念、Apache开源
的企业级消息中间件ActiveMQ，以及专门为互联网场景量身定制的阿里

开源消息中间件RocketMQ的具体部署和使用方式。下面就和笔者一起回

顾一下，在实际开发过程中使用MQ的两个主要目的。首先，通过异步调

用可以很好地解决分布式环境下系统之间的耦合问题，减少系统中一些

非必需的依赖调用，降低复杂度和维护成本，从而保证进程功能的单一

性；其次，在互联网场景下，大型网站主要需要面对的问题是高并发和
海量数据，那么为了避免流量过大对系统产生较大冲击，引发系统出现

雪崩现象，利用MQ来实现流量消峰可以让流量可控，使之有条不紊地对

系统进行访问操作，在最大程度上保护系统的稳定运行。

在很多技术难题的解决方案中大家都会看见MQ的身影，如今MQ在大

型网站的架构设计中占据着非常重要的地位。一般而言，在使用MQ进行
流量消峰的场景中，更多还是体现在控制并发写流量降低后端存储系统

的负载压力上。比如数据库或者分布式缓存系统，如果并发写的流量过

大，往往会导致吞吐量降低，RT线性上升，容量容易被瞬间撑爆导致资

源连接耗尽等悲剧发生，因此需要一种能够体现在技术上的消峰手段，

对并发写流量进行排队处理。再回顾一下漏桶算法，其本质是我们并不

需要关心流量的入口有多大，只需要关心出口流量有多大即可，那么我



们可以先将消息写入到消息队列中，由订阅了目标Topic的消费者来负责
实际的并发写操作。假设RocketMQ的Consumer使用的是PUSH模式来订阅

消息，开发人员可以将MQ的工作线程数设置在一个比较合理的范围内，

比如最大工作线程数被设置为100，那么在同一时间并发写的最大流量也

就始终被控制在100之内。

笔者也为大家讲解了如何控制针对数据库的并发写流量，这便是大

促场景下使用MQ进行流量消峰的典型案例，当然类似的案例还有很多，

由于篇幅有限，笔者就不一一进行讲解，只为大家分享以下两个案例：

· 前端埋点数据上报消峰案例；

· 分布式调用跟踪系统的埋点数据上报消峰案例。

上述两个案例针对的都是埋点数据上报，只是前者需要由开发人员

手动在APP中进行埋点，后者是嵌入在服务框架中（本书以Dubbo框架为

例）进行埋点。笔者先将埋点数据进行上报，希望利用大数据平台对用
户的行为进行分析。在笔者的生产环境中，专门搭建了处理埋点数据的

Web服务，并由该服务将埋点数据落盘到大数据平台。假设Web服务直接

将数据写入到HBase，那么在大促场景下HBase的负载压力将变得非常

大，并且Web服务的响应时间也会线性上升，因此笔者将埋点数据异步写

入到MQ中，由订阅了目标Topic的消费者负责HBase的实际写入，如图2-

10所示。

图2-10　前端埋点数据上报与离线分析流程



为了降低HBase的负载压力，以及加速Web服务的响应时间，通过MQ

进行流量消峰，可以很好地控制并发写的流量，并且对于实时分析统计

需求而言，Spark默认提供了对Kafka的读/写操作支持，因此将埋点数据
写入到MQ就显得顺理成章了。

在第1章中，笔者为大家介绍了如何基于Dubbo实现一个分布式调用

跟踪系统，由于跟踪系统在运行时会产生大量的数据，因此架构师需要

解决两个棘手问题。首先，如果数据存储在MySQL数据库中，当单表数据

量过大时必然会影响检索效率，因此要么将数据落盘到NoSQL数据库中，
要么定时清理MySQL中的历史数据；其次，无论将数据落盘到哪里，如果

并发写的流量过大，存储系统的负载压力都不小，因此通过MQ来实现流

量消峰将是一个非常不错的解决方案。

在此需要注意，并不是任何场景都适合使用MQ来进行系统之间的解

耦和流量消峰等操作，对于需要同步等待调用结果的业务场景而言，如
果贸然异步化必然会对业务流程造成严重影响，甚至还会影响用户体

验。



2.5　本章小结

笔者从业务层面和技术层面两个维度为大家详细讲解了应该如何对

流量实施管制，从而避免在大促场景下因峰值流量过大对系统造成较大

冲击，引发系统出现雪崩现象。笔者先为大家讲解了目前市面上一些常

见的限流算法，比如令牌桶算法、漏桶算法及计数器算法等，并演示了

如何使用Nginx的限流功能来实现接入层限流，以及使用计数器算法在限
时抢购场景下控制单机并发写流量。除了可以运用技术手段实施流量管

制，也可以在业务上做调整，换一种思路或玩法，采用基于时间分片的

消峰方案也可以有效对流量实施管制。最后，笔者为大家讲解了如何使

用MQ进行异步调用、实现系统之间的解耦，并为大家演示了阿里开源的

消息中间件RocketMQ的具体部署和使用方式，还分享了笔者在实际工作

中基于MQ实现流量消峰的一些典型案例。



第3章　分布式配置管理服务案例

相信大家对配置信息都不会感到陌生，在实际的开发过程中，无论

是访问数据库、分布式缓存系统、消息队列，还是通过Dubbo框架实现

RPC调用，都需要提前配置好目标URL、账号/密码等信息，因此这类信息

也被称为配置信息。在大部分情况下，我们都会选择将相关配置信息配

置在配置文件中，当系统启动时，会从指定的目录下进行加载，通过获

取配置文件中的配置信息项来完成环境的初始化工作。除此之外，我们

在使用电脑进行办公、娱乐时，也会高频率地与配置信息打交道，比

如，通过操作系统的控制面板来设置显示器的分辨率、鼠标的双击速

度，以及区域和语言设置等，这些都属于配置信息，所以如果你告诉我

你从未接触过配置信息，那么我一定会摇摇头对你说这不可能。

本章为大家介绍两种最常见的配置形式，一种基于本地配置形式，

一种则适用于大规模分布式场景的集中式资源配置形式，本章重点围绕

后者展开，为大家详细讲解如何基于ZooKeeper实现一个分布式配置管理

平台，并演示淘宝的Diamond系统和百度的Disconf系统的具体使用方

式。



3.1　本地配置

将配置信息配置在本地，通常的做法有如下两种：

· 将配置信息耦合在业务代码中；

· 将配置信息配置在配置文件中。

3.1.1　将配置信息耦合在业务代码中

在业务代码中耦合配置信息绝对是大部分新手常干的事情，笔者刚

参加工作的时候，就因为这样做不知道被领导批评了多少次，随着工作

时间的增加，以及经验的积累（其实是踩坑和填坑经历得多了），慢慢

也改掉了这种看似随意方便但却不利于项目后期维护的做法。接下来我

们就先看看，将配置信息耦合在业务代码中，究竟会带来哪些不便。

数据库连接是一种非常昂贵且数量有限的底层资源，因此在对数据

库进行读/写操作时，开发人员在程序中应该尽量使用数据库连接池（DB

ConnectionPool）技术，以实现资源复用和限制单机能够申请到的最大

并发连接数。本书以阿里开源的Druid连接池为例，将数据源信息耦合在

业务代码中，如下所示：





一旦将数据源信息耦合在业务代码中，在后续的部署工作上必然会

存在一些麻烦。由于系统可能会被部署在不同的环境中（如开发环境、

测试环境、生产环境等），但不同环境之间存在的差异性（如各个环境

的URL不同、账号/密码不同、单机所允许申请的最大连接数不同等），

会使开发人员每次都只能通过修改业务代码的方式进行适应，如图3-1所

示。

图3-1　将配置信息耦合在业务代码中

为了提高工作效率，在一些比较简单的单元测试场景中，我们可以

将配置信息耦合在测试代码中。除此之外，笔者不建议将任何可变的配

置信息耦合在业务代码中，而是建议采用配置文件，因为即便后续配置

信息需要进行调整，开发人员也不必通过修改业务代码来达到目的。

3.1.2　将配置信息配置在配置文件中

采用本地配置文件，我们可以很好地将可变的配置信息与业务代码

进行解耦。假设之前数据源中配置的MaxActive为50，现需要调整为100

时，开发人员只需要修改配置文件即可，相对于将配置信息耦合在业务

代码中，采用这种方式则显得更轻量，如图3-2所示。



图3-2　采用配置文件配置相关信息

对于Java开发人员而言，配置文件大多以properties或xml文件格式

为主，如何解析配置文件不在本书的讲解范围内，大家可以参考其他的

文献或书籍。将数据源信息配置在Spring配置文件中，如下所示：



笔者建议大家在配置文件中预先定义好不同环境所需的配置信息

项，并由系统在运行时自动进行匹配和加载。如果当前处于测试环境，

那么就加载测试环境的配置信息项；如果当前处于生产环境，那么就加

载生产环境的配置信息项。这样一来，从版本提测到最终测试通过，运

维人员便可以直接将测试通过后的版本发布到生产环境中。试想一下，

如果系统运行在不同的环境中还需要手动切换不同的配置信息项，这就

增加了维护成本，因此通常的做法是在系统启动时，通过JVM的启动参数

设置系统属性（如java -Dconfig_env="idc"），那么当系统运行时便可

以通过System 的getProperty（String Key）方法获取指定的系统属性

值来自动匹配当前环境，并加载配置文件中对应的配置信息项，从而避

免手动切换，如图3-3所示。

图3-3　根据不同的环境加载对应的配置信息

大家思考一下，如果是处于分布式环境中，由于对业务进行了垂直

划分，并且系统往往都是采用集群部署的，那么集群环境中的每一个节

点都持有同一份配置文件，一旦配置信息发生改变，就意味着集群环境

中的所有配置文件都需要做出相应的调整，而随着系统拆分的粒度越来

越细，维护成本将会大大提升，并且配置出错的可能性也随之增加，因

此需要一种集中式资源配置的形式，以让所有的集群节点共享同一份配

置信息。除此之外，在某些特殊的业务场景下，我们希望配置信息是可



以在运行时发生变更的，系统必须在不重启的情况下获取到这些变更后

的数据信息，并及时作出相应的调整策略。

基于本地配置文件的做法显然不能够有效应对上述需求，因此过渡

到分布式资源管理平台就显得顺理成章。



3.2　集中式资源配置需求

笔者在本章的前面几个小节中为大家介绍了关于本地配置的两种做

法，尽管目前一些中小型互联网企业仍然将本地配置作为首选，但是当

网站发展到一定规模时，继续采用本地配置暴露出的问题将越来越多，

因此到了这个阶段，架构师们必然需要对系统现有的配置形式做出调

整。在分布式场景下，使用集中式资源管理平台将带来以下四点好处：

· 配置信息统一管理；

· 动态获取/更新配置信息；

· 降低运维人员的维护成本；

· 降低配置出错率。

希望大家记住，在系统架构演变的过程中，任何一个细节都不容被

忽视，否则就是在为将来埋坑。简单来说，分布式配置管理服务的本质

就是典型的发布/订阅（Publish/Subscribe）模式，获取配置信息的一

方为订阅方，发布配置信息的一方为推送方，如图3-4所示。

图3-4　集中式资源配置

3.2.1　分布式一致性协调服务ZooKeeper简介

ZooKeeper是Apache旗下的一款采用Java语言编写并开放源代码的分

布式一致性协调服务，它是基于Google Chubby的一个开源实现。熟悉



Hadoop平台的开发人员应该不会对其感到陌生，在Hadoop集群中由

ZooKeeper负责NameNode的管理、HBase的Master选举等任务，在第1章中

笔者为大家演示的Dubbo框架也是使用ZooKeeper来实现注册中心进行服

务的动态注册与发现。在实际的开发过程中，大部分开发人员仅间接接

触到了ZooKeeper，那么使用ZooKeeper究竟能够做些什么呢？简单来

说，ZooKeeper提供配置管理（数据发布/订阅）、分布式协调/通知、分

布式锁及统一命名等服务，利用ZooKeeper提供的一系列接口，能够非常

方便地实现一致性、Leader选举，以及分布式配置管理平台等功能。

如图3-5所示，在ZooKeeper的数据模型中，每个子节点称为Znode，

每个Znode都有一个全局唯一的路径作为标示，进行数据的读/写操作。

大家需要明确一点，Znode的不同类型（持久节点和瞬时节点）决定

了其不同的行为特性。如果需要实现Leader选举、分布式锁等场景时，

那么瞬时节点无疑是最好的选择。除此之外，每一个Znode节点都维护着

一个版本号，版本号会随着每次数据的变更自动递增，如果能够有效利

用这个特性，开发人员便可以有效避免并发操作时带来的不一致性问

题。

图3-5　ZooKeeper的数据模型

3.2.2　ZooKeeper的下载与集群安装

“工欲善其事，必先利其器”是古训，接下来笔者将为大家介绍如

何下载和安装ZooKeeper。如果你熟知ZooKeeper的安装过程，那么笔者

建议你直接跳过本小节，反之细心阅读之后再动手亲自操作一番方能加

深印象。



本书使用的ZooKeeper版本为3.4.6，笔者建议大家使用与此一致的

版本，以避免一些因版本不一致引起的错误发生。在正式安装之前，大

家还需要确保JDK等所需的相关环境已经准备就绪。由于ZooKeeper的安

装过程非常简单，因此笔者直接演示集群模式的安装过程，关于单机模

式大家可以参考其他的文献或者书籍。

使用命令“tar -zxvf”对已经下载好的ZooKeeper压缩包进行解

压，然后编辑文件/etc/profile配置ZooKeeper的环境变量，如下所示：

当环境变量配置完成后，通过命令“source /etc/profile”让其立

即生效，再将目录$ZOOKEEPER_HOME/conf/中的文件zoo_sample.cfg重新

复制一份并更名为zoo.cfg，接着对该文件进行编辑，如下所示：



在上述配置文件中，“server.A=B:C:D”用于标识不同ZooKeeper节

点的配置，其中A为节点编号，用于区分集群环境中的不同节点；B为节

点的IP地址；C用于设置目标节点与集群环境中Leader的信息交换端口；

D用于设置选举端口，若集群环境中的Leader宕机后，节点之间需要通过

此端口进行Leader的重新选举。

dataDir和dataLogDir等目录需要大家手动在每个节点上进行创建。

在dataDir目录中我们需要创建1个myid文件，该文件中的内容对应的就

是当前节点的编号，比如节点1，在myid文件中的内容就应该为1（大小

应该控制在1～255）。最后通过命令“zkServer.sh start”依次启动集

群环境中的每一个节点（命令“zkServer.sh stop”为停止），当成功

启动所有节点后，通过命令“zkServer.sh status”可以查看集群节点

的当前状态。

在此需要注意，在节点启动过程中，ZooKeeper.out将有拒绝连接等

异常信息输出，这是因为集群环境中的某些节点还未完全启动，因此可

以忽略掉这类异常信息。

3.2.3　ZooKeeper的基本使用技巧

当大家成功下载并安装好ZooKeeper集群后，笔者就为大家演示一下

ZooKeeper的一些基本使用技巧。在$ZOOKEEPER_HOME/bin/目录下有一个

名为zkCli.sh 的Shell脚本文件（Windows平台下对应的为zkCli.cmd文

件），该脚本文件作为ZooKeeper的客户端命令行工具，成功启动后我们

将看到ZooKeeper输出的“Welcome to ZooKeeper！”等相关信息。

ZooKeeper的基本操作非常简单，在客户端命令行工具中，我们通过

如下命令即可实现对ZooKeeper的CRUD操作：



在上述程序中，笔者先通过命令“create /zkTest testData”创建

了一个新的Znode目录，以及与该节点对应的数据信息；然后通过命令

“get /zkTest”验证了目标节点是否存在，并查询了与该节点对应的数



据信息；命令“set /zkTest testdata2”则为修改命令，笔者在3.2.1

节中曾经提及过，每一个Znode节点都维护着一个版本号，版本号会随着

每次数据的变更自动递增，通过观察我们可以发现，当对节点

“/zkTest”中的数据进行更新时，其版本号（dataVersion）从原来的

数值“0”变为了“1”；最后，执行“delete”命令后将把之前创建的

Znode目录删除，再试图通过“get”命令进行查询时，ZooKeeper将会提

示“Node does not exist”。

3.2.4　基于ZooKeeper实现分布式配置管理平台方案

使用ZooKeeper提供的配置管理服务，可以使开发人员非常容易地实

现一套分布式配置管理平台。简单来说，我们将配置信息发布到Znode目

录上后，由客户端负责信息订阅，一旦配置信息发生变更，所有Watch目

标Znode的ZooKeeper客户端都会感知到，那么当重新获取配置信息后，

我们便可以在程序中执行一些自定义的逻辑处理（比如开关控制、动态

更新系统的配置信息等操作），如图3-6所示。

图3-6　基于ZooKeeper的配置管理服务



基于ZooKeeper实现一个分布式配置管理平台，还需要考虑并实现客

户端的以下三点功能：

· 信息配置管理界面；

· 订阅Znode中的配置信息；

· 容灾机制。

接下来笔者就为大家演示如何通过使用ZooKeeper提供的客户端API
来实现配置信息的订阅功能。开发人员可以通过Maven依赖的方式下载

ZooKeeper的相关构件，如下所示：

成功下载好运行ZooKeeper所需的相关构件后，我们来看看在程序中
客户端应该如何与ZooKeeper服务端建立会话连接，如下所示：



在上述程序中，笔者通过new关键字创建了一个ZooKeeper客户端的

对象实例，ZooKeeper构造函数的第1个参数connectString用于设置

ZooKeeper服务端的通信地址和端口（如果是集群环境，则可以通过符号



“,”进行分隔）；第2个参数sessionTimeout用于设置等待客户端通信

的最长时间，笔者建议设置为5～10秒；最后的Watcher参数设置接收
ZooKeeper的会话事件，由于ZooKeeper的Watcher被定义为接口，因此开

发人员需要对其进行实现和重写其process()方法。在实际开发过程中，

我们通过Watcher不仅可以监听客户端与ZooKeeper服务端之间的会话状
态，还能够监听Znode的节点变更。

在重写Watcher接口的process()方法时，可以通过事件状态来判断

客户端是否与ZooKeeper服务端成功建立会话连接，如果所返回的事件状

态为SyncConnected，则意味着会话建立成功，才允许程序执行下一步操

作。假设已经成功建立好的会话突然被断开后，如果客户端可以连接到
集群环境中的其他节点上时，将会触发Disconnected事件，并将这个会

话迁移到另外的节点上，如图3-7所示。这里存在一种特殊情况，如果会

话被断开后，在sessionTimeout所指定的时间内客户端都没能连接到另
外的节点上时，这个会话便会失效，就算客户端重新尝试连接到

ZooKeeper服务端后，使用之前无效的会话进行连接必然会触发Expired

事件。

图3-7　ZooKeeper的会话迁移

当大家明确如何使用客户端API与ZooKeeper服务端建立会话连接

后，笔者再为大家演示如何Watch目标Znode上的数据变更，如下所示：





在上述程序中，笔者实现了ZooKeeper提供的Watcher接口，并重写
了其process()方法来监听目标Znode上的节点变更，一旦发生变更，便

会回调process()方法。和监听会话状态不同，监听Znode目录的节点变

更，获取的为事件类型而非事件状态，如果返回的事件类型为
NodeDataChanged，则意味着目标Znode上的数据已经发生了变更，当获

取到变更后的配置信息后，就可以使系统在不重启的情况下实现配置信

息的动态更新。

3.2.5　从配置中心获取Spring的Bean定义实现Bean动
态注册



大家思考一下，当客户端从配置中心获取到变更后的配置信息后，

我们应该如何动态更新系统的配置信息呢？如果需要更新的只是一些单

例POJO对象中的数据信息或许并不复杂，重新Set赋值一遍即可，但是那
些根据配置信息生成的对象实例（如JDBC对象实例、Jedis对象实例

等），却不能够简单地重新Set赋值，而是需要生成新的对象实例。

假设我们将Spring的Bean定义发布到配置中心，那么本地持有的内

容则只是一个指向目标Znode目录上的“引用”。当对IOC容器进行初始

化时，如果成功与ZooKeeper服务端建立会话连接，并获取到相关Bean定
义，便可以在完成Bean定义的解析后将相关Bean动态注册到IOC容器中，

如图3-8所示。当客户端Watch到配置信息发生变更后，应该重复注册这

个动作。Bean动态注册的伪代码如下所示：



图3-8　Bean的动态注册

在上述程序中，registerBeans()的方法参数value为从配置中心获

取到的Spring的相关Bean定义信息，在对Bean进行动态注册之前，还需

要进行一系列的前期准备工作。

首先需要将Spring的相关Bean定义信息输出到本地一个临时文件

中，然后通过Spring提供的FileSystemResource进行读取。接着将
ApplicationContext 的 实 例 强 制 向 下 转 换 为



ConfigurableApplicationContext，这么做的目的主要是希望通过调用

getBeanFactory()方法来获取DefaultListableBeanFactory实例。如何
获取到当前上下文的ApplicationContext实例是一个问题，值得庆幸的

是Spring为开发人员提供了ApplicationContextAware接口，重写该接口

的setApplicationContext()方法后，在IOC容器初始化时我们便可以顺
利 获 取 到 ApplicationContext 实 例 。 重 要 的 是 ， 实 例 化

XmlBeanDefinitionReader 后 ， 可 以 通 过 调 用 它 的

loadBeanDefinitions()方法从之前输出到本地的XML文件中加载相关的
Bean定义，并由该方法调用Spring的其他方法完成如下操作：

· 解析Bean定义；

· 销毁当前IOC容器中与Bean定义中相同beanName的Bean实例；

· Bean动态注册。

在此需要注意，如果Bean定义中配置了数据源信息，一定要将属性

“destroy-method”设置为“close”，否则重新注册Bean后，之前持有
的底层连接资源将无法得到释放。由于BeanFactory采用的是懒加载模

式，也就是说，只有真正使用到目标Bean的时候才会对其进行实例化，

因此我们可以通过手动调用其getBean()方法来实例化IOC容器中未实例
化的Bean对象。

由于IOC容器的移除操作不等价于JVM的内存回收操作，因此不能再
通过Spring的注解装配得到相关的Bean实例，从而避免在配置变更后使

用的还是之前的对象引用。

3.2.6　容灾方案

由于ZooKeeper底层采用的是冗余存储机制，因此从理论上来说，
ZooKeeper的集群节点数量越多，容灾性就越好，在网络不可用的情况

下，开发人员需要自行实现客户端的容灾机制。

在正常情况下，当客户端成功连接到ZooKeeper服务端并获取到目标

Znode节点上的配置信息后，可以固化到客户端本地的容灾目录下。当配

置信息发生变更后，除了需要更新系统配置，还需要覆盖本地容灾目录
下的缓存文件。这样，如果是因为网络问题导致客户端无法正常与

ZooKeeper建立会话连接，客户端也能够支持离线启动，直接读取缓存在

客户端本地的缓存数据继续运行，如图3-9所示。如果希望拥有更完善的



容灾机制，笔者建议大家参考淘宝Diamond或者百度Disconf的相关容灾
方案。

图3-9　客户端容灾

3.2.7　使用淘宝Diamond实现分布式配置管理服务

相信淘宝Diamond的大名早已是众人皆知，如雷贯耳了。简单来说，
Diamond作为淘宝系内部广泛使用的一套分布式配置管理平台，其拥有配

置/部署简单、高可用及易用性强等特点，使得早期在内部的推广工作进

展得非常顺利，目前淘宝内部绝大多数系统的配置信息几乎都是通过
Diamond进行统一管理的。大家可以从GitHub上下载Diamond的相关源代

码 进 行 阅 读 和 扩 展 ， Diamond （ 分 支 版 本 ） 的 项 目 地 址 为

https://github.com/takeseem/diamond。

Diamond的整体架构主要由Diamond-Client和Diamond-Server两部分

构成。Diamond-Server部署在服务端，主要用于配置信息的发布和管
理；Diamond-Client部署在客户端，用于配置信息的订阅，如图3-10所

示。Diamond采用的是简单的Key-Value结构，Diamond-Client通过指定

的Key（dataId和group）订阅信息，那些未被订阅的信息将不会被推
送。



图3-10　Diamond的整体架构

Diamond之所以大受欢迎，与其完善的容灾机制密不可分。配置在

Diamond中的配置信息最终会被固化到数据库、服务端本地缓存、客户端

本地缓存中，甚至开发人员还能够通过手工的方式来干预Diamond的容灾
目录，如图3-11所示。假如数据库Master机器宕机后，服务可以快速切

换到Slave机器上；当数据库Master/Slave都不可用时，Diamond还可以

通过缓存在服务端本地的缓存数据继续对外提供订阅服务；当所有
Diamond相关的服务都不可用时，客户端也能够支持离线启动，直接读取

缓存在客户端本地的缓存数据继续运行；甚至在最极端的情况下，客户

端的本地缓存数据被删除，开发人员也能够通过复制“镜像”到容灾目
录下继续使用。Diamond通过自身完善的容灾机制能够很好地保证配置管

理服务整体的高可用性。

图3-11　Diamond容灾机制

接下来笔者就为大家演示Diamond的部署和使用。成功下载好运行
Diamond所需的相关构件后，使用Diamond提供的DDL语句在数据库中创建

所需的数据表，如下所示：



编辑diamond-server目录下的jdbc.properties文件，成功配置好数
据源信息后，通过命令“mvn clean package -Dmaven.test.skip”对

Diamond-Server进行打包，打包成功后将在diamond-server/target/目

录下生成diamond-server.war，再将war包复制到Tomcat的/webapp/目录
下并启动Tomcat。在浏览器中输入“http://host:port/ diamond-

server”后即可成功进入到Diamond-Server的登录界面（初始账号/密码

为abc/123，大家可以编辑diamond-server目录下的user.properties文
件创建指定的用户），成功登录后即可跳转到Diamond的配置信息管理界

面进行配置信息的发布和管理，如图3-12所示。

图3-12　Diamond的配置信息管理界面



dataId和group共同构成客户端订阅数据时使用的Key。接下来我们

就来看看如何从Diamond-Server中订阅配置信息，在此之前要修改

diamond-util目录中com.taobao.diamond.common包下的Constants类，
该类定义了Diamond的一些默认常量，需要将常量HTTP_URI_FILE、

CONFIG_HTTP_URI_FILE的值进行调整，如下所示：

使用diamond-client订阅配置信息，如下所示：



在上述程序中，笔者首先创建了DefaultDiamondManager的实例，其

构造函数的第1个参数为group，第2个参数为dataId，通过group和

dataId组成的唯一Key能够让我们从Diamond-Server中订阅到指定的配置

信息；而第3个参数ManagerListener为Diamond提供的数据监听器，如果

需要监听数据变更，就需要重写其receiveConfigInfo()方法。Diamond

的监听机制采用的是客户端默认每15秒主动向Diamond-Server发起HTTP

请求，检查配置信息是否发生变更，一旦发生变更，便会回调
receiveConfigInfo()方法。



通过DefaultDiamondManager的getDiamondConfigure()方法获取到

DiamondConfigure实例后，可设置Diamond-Server域名列表、端口号及

客户端的轮询时间间隔等信息。在此需要注意，如果采用集群模式部署
Diamond-Server，那么域名列表地址指向的应该是Nginx，并且需要编辑

diamond-server目录下的node.properties文件添加集群环境中的所有节

点，这样，当某个节点的配置信息发生变更后，DiamondServer的通知服

务会通知其他节点更新本地的配置信息，默认情况下，每10分钟

DiamondServer才会Dump一次配置信息，我们可以通过编辑diamond-

server目录下的system.properties文件来调整Dump配置信息的时间间
隔，如下所示：

调 用 DefaultDiamondManager 的

getAvailableConfigureInfomation() 方 法 即 可 获 取 到 配 置 在
DiamondServer中的配置信息，参数timeout用于设置超时时间，单位为

“毫秒”。

3.2.8　Diamond与ZooKeeper的细节差异

尽管Diamond和ZooKeeper在配置管理服务上有着异曲同工之处，但

两者在细节实现上却存在一些差异，如下所示：

· 数据存储方案不同；

· 监听数据变更的机制不同；

· 容灾机制不同；

· Znode不适合存储大数据。

Diamond主要通过MySQL数据库来管理和存储数据信息，其数据结构

包括DataID、Group及Content。而ZooKeeper采用的是类似于UNIX的文件

系统目录，每个Znode都可以存储数据信息，并且除瞬时节点外，每个
Znode目录下还可以包含子节点。



关于监听数据信息是否发生变更的问题，Diamond采用的做法是客户

端默认每15秒主动轮询检查。而ZooKeeper客户端则利用长连接对指定的

Znode目录进行Watch，一旦配置信息发生变更，实现Watcher接口的

process()方法将会感知到相应的事件。就实时性而言，ZooKeeper更胜

一筹。

笔者在3.2.7节中曾经介绍过Diamond完善的容灾机制，那么

ZooKeeper又是如何保证数据容灾的呢？由于ZooKeeper底层采用的是冗

余存储机制，因此从理论上来说，ZooKeeper的集群节点数量越多，容灾

性就越好，但在网络不可用的情况下，开发人员需要自行实现基于客户

端的容灾机制。

为了提升系统的QPS，ZooKeeper放弃了从磁盘中读取需要的数据信

息的方式，而是将所有数据都全量缓存在内存中，在内存中进行查找。

但由于Znode并不支持数据的追加操作（全部都是替换操作），因此当数

据量过大时，除了会导致读/写效率降低，还会加速耗尽ZooKeeper的可

用内存资源，因此默认每个Znode所能够存储的数据容量为1MB（可以通
过修改环境变量“jute.maxbuffer”进行调整）。相比之下，Diamond则

没有这个限制。

3.2.9　使用百度Disconf实现分布式配置管理服务

除了可以使用淘宝的Diamond实现分布式配置管理服务，在实际的开

发过程中，还可以选择其他优秀的分布式配置管理平台，比如基于

ZooKeeper实现的百度开源Disconf系统。相对于Diamond来说，Disconf

更为年轻和活跃，但客观来说，两者都是非常优秀的分布式配置管理平

台，并不存在谁能够取代谁的问题，究竟应该使用哪一个平台，则要根
据 实 际 的 业 务 场 景 而 定 。 Disconf 的 项 目 地 址 为

https://github.com/knightliao/disconf。

和淘宝的Diamond类似，百度的Disconf系统的整体架构也由客户端

和服务端两部分构成。如图3-13所示，Disconf的功能模块主要包括四部
分，Disconf-Core是Disconf的核心模块，客户端和服务端都必须依赖

它；Disconf-Client 为客户端模块；Disconf-Tools 为工具模块；

Disconf-Web模块为服务端模块。



图3-13　Disconf的功能模块

接下来笔者就为大家演示如何部署Disconf-Web模块。由于Disconf

的架构相对比较复杂，因此Disconf所依赖的外围系统自然也比较多。参

考Disconf的官方文档，在部署Disconf-Web模块之前，必须确保系统中

已经安装了以下依赖系统：

· MySQL(Ver 14.12 Distrib 5.0.45, for unknown-linux-gnu

(x86_64) using EditLine wrapper)；

· Tomcat(apache-tomcat-7.0.50)；

· Nginx(nginx/1.5.3)；

· ZooKeeper(zookeeper-3.3.0)；

· Redis(2.4.5)。

当确认系统中上述环境都已经准备就绪后，我们便可以通过命令

“git clone https://github.com/knightliao/disconf.git” 下 载

Disconf的源码到本地，然后编辑文件/etc/profile配置Disconf的环境

变量，如下所示：



通过命令“source/etc/profile”可以使修改后的环境变量立即生

效 。 其 中 变 量
“ONLINE_CONFIG_PATH=/usr/local/yunji/disconf/resources/” 用 于

设置Disconf需要使用到的配置文件目录，该目录中需要包含以下四个配

置文件：

· application.properties；

· jdbc-mysql.properties；

· redis-config.properties；

· zoo.properties。

大家可以从目录/disconf/disconf-web/profile/rd/中复制上述四

个配置文件，然后修改每一个配置文件中的数据源连接信息即可。变量

“WAR_ROOT_PATH=/usr/local/ yunji/disconf/war/” 用 于 设 置

Disconf-Web模块源码编译后的war包部署地址。接下来通过以下命令对
Disconf-Web的源码执行编译：

成功执行编译操作后，在变量WAR_ROOT_PATH所指定的目录下将生成

编译后的war包内容。完成这些基础工作后，我们还需要在数据库中执行

一些数据的初始化工作（如服务端用户的账号/密码数据等），关于数据

的初始化脚本，则存放在目录/disconf/disconf-web/sql中，大家务必

按照以下顺序逐一执行：

· 0-init_table.sql；

· 1-init_data.sql；

· /201512/20151225.sql；



· /20160701/20160701.sql。

由于Disconf-Web采用了动静分离的部署方式，因此最后还需要在

Nginx和Tomcat中进行最终的war包部署操作。修改Tomcat的Server.xml

配置信息，在Host节点下设定Context，如下所示：

修改Nginx的nginx.conf配置信息，如下所示：



在此需要注意，在上述配置文件中，笔者将server_name的值设置为

“localhost”，这并不是必须的（也可以设置为域名等方式），但Host

却必须与application.properties 中Key为domain的值一致。

成功启动Tomcat和Nginx后，在浏览器中输入“http://host:port”

即 可 成 功 进 入 Disconf-Web 的 登 录 界 面 （ 初 始 账 号 / 密 码 为

admin/admin），成功登录后即可跳转到Disconf的配置信息管理界面，

进行配置信息的发布和管理，如图3-14所示。简而言之，APP代表某一个

具体的项目，而不同的环境下可以包含当前APP的不同配置信息，并且配

置信息的内容既可以是配置文件，也可以是配置项。



图3-14　Disconf的配置信息管理界面

服务端部署成功后，接着为大家演示Disconf-Client模块的使用。

本书所使用的Disconf版本为2.6.31，可以通过Maven依赖的方式下载
Disconf的相关构件，如下所示：

成功下载好运行Disconf所需的相关构件后，应该如何实现基于
Annotation的方式订阅配置信息呢？首先在Spring的配置文件中添加

Disconf的相关配置信息，如下所示：



当 程 序 启 动 时 ， 默 认 会 在 classpath 目 录 下 加 载 一 个 名 为

disconf.properties的配置文件，在该文件中需要配置与Disconf服务端

建立会话的连接信息，如下所示：



最后我们再定义一个POJO，为这个POJO标记 @DisconfFile注解（用

于指定配置在Disconf服务端中的具体文件名），并在指定字段的get方

法上标记@DisconfFileItem注解，用于接收从Disconf服务端中订阅的配

置信息，如下所示：



当IOC容器成功初始化时，Disconf客户端便可以顺利地从Disconf服
务端中获取到配置信息，并且一旦配置信息发生了变更，Disconf客户端

就会在Watch到变更后自动进行配置信息的更新操作。关于Disconf更多

的使用方式，本书不再一一进行讲解，大家可以参考Disconf的官方文

档：http://disconf.readthedocs.io。



3.3　本章小结

笔者为大家阐述了在实际开发过程中常见的两种配置形式，分别为

本地配置形式和集中式资源配置形式，由于本地配置并不适用于分布式
场景，因此本章重点围绕后者进行展开。笔者首先为大家详细介绍了分

布式一致性协调服务ZooKeeper的一些基本使用技巧，并演示了如何基于

ZooKeeper来实现一个分布式配置管理平台。最后还为大家详细演示了淘

宝Diamond和百度Disconf的具体使用方式。由于基于ZooKeeper来实现分

布式配置管理平台还需要由开发人员自行编写可视化的配置信息管理界

面和实现客户端容灾机制，因此笔者建议大家在生产环境中，应该尽量
使用现有的成熟的解决方案，毕竟有些轮子确实没有必要再重复去造。

除了淘宝Diamond和百度Disconf，目前市面上还有一些非常优秀的

分布式配置管理平台，奇虎360的QConf及Spring-Cloud都可以实现分布

式配置管理服务。



第4章　大促场景下热点数据的读/写优
化案例

在秒杀、限时抢购这种大促场景下，由于峰值流量较大，大量的并

发读/写操作一定会导致后端的存储系统产生性能瓶颈。前面已经讲解

过，提升单机处理能力最有效的办法就是采用集群技术对服务器进行扩

容，只要系统能够具备良好的伸缩性，那么从理论上来说，其容量便可

以是无限的。在此需要注意，大促场景下因热点数据导致的单点瓶颈已

经不再是简单地通过横向扩容就能够顺利解决的，尽管对于读操作我们

可以将热点数据缓存在分布式缓存中以达到提升系统QPS的目的，但是缓

存系统的单点容量还是存在上限的，因此应对大促场景下的峰值流量仍

显得杯水车薪。除此之外，由于热点数据的写操作无法直接在缓存中完

成，那么这必然会引起大量的线程相互竞争InnoDB的行锁。并发越大

时，等待的线程就越多，这会严重影响数据库的TPS，导致RT线性上升，

最终可能引发系统出现雪崩。

本章笔者会结合实际的工作经验，为大家重点讲解大促场景下热点

数据读/写技术难题的一系列解决方案。



4.1　缓存技术简介

缓存（Cache）如今已不再是一门新鲜的技术，它早已是大部分开发

人员工作中最频繁接触的技术种类之一。简而言之，缓存指的是将被频

繁访问的热点数据存储在距离计算最近的地方，以方便系统快速做出响

应，比如静态资源数据（包括图片、音频、视频、脚本文件及HTML网页

等），我们可以缓存在CDN（Content Delivery Network，内容分发网

络）上。由于用户的请求并不是落到企业的数据中心，而是请求到离用

户最近的ISP（Internet Service Provider，互联网服务提供商）上，

因此可以大幅提升系统整体的响应速度，如图4-1所示。

图4-1　利用CDN缓存静态资源数据

反向代理服务器也可以缓存状态更新不频繁的静态资源数据，和CDN

缓存不同，尽管反向代理服务器是部署在企业的数据中心机房内，但由

于它挡在应用服务器的前端，用户请求无须经过应用服务器就可以快速

将结果返回给用户，因此也可以将数据缓存在反向代理服务器上，以达

到加快系统响应速度的目的。

由于数据库的读/写能力远远比不上缓存的效率，因此除了可以使用

IDC、反向代理等手段缓存静态资源数据，业务系统从数据库等存储系统

中获取的数据信息也可以进行缓存；这样当再次获取指定的数据时，可

以优先从缓存命中，以减轻对数据库的负载，如图4-2所示。



图4-2　缓存数据库中的数据

开发人员在程序中经常使用的缓存产品大致可以分为以下两类：

· 本地缓存；

· 分布式缓存。

无论是本地缓存还是分布式缓存，目前市面上均提供了诸多成熟、

易用、性能高效的缓存产品，比如Ehcache、MemCache及Redis等。总之

无论使用哪一类缓存技术，总归是要解决以下两个问题：

· 缓解应用系统或关系型数据库的负载压力；

· 提升系统吞吐量。

4.1.1　使用Ehcache实现数据缓存

在持久层领域，大家对Hibernate应该不会感到陌生，蓦然回首，笔

者在7年前就已经开始接触并在工作中使用这款开放源代码的

ORM（Object Relation Mapping，对象关系映射）产品了。Hibernate在

上层对JDBC实现了封装，并提供HQL语句实现对数据库的CRUD操作，简化

了开发人员直接使用JDBC时所带来的诸多不便，在一定程度上提升了编

码效率。开发人员可以在程序中将任意的POJO对象与数据库表建立映射

关系，除了常规的关联关系，还可以将对象之间的继承关系映射到数据

库中。那Hibernate与Ehcache究竟存在怎样的协作关系呢？其实



Hibernate中的二级缓存默认使用的就是Ehcache，尽管大部分开发人员

并没有在程序中直接使用Ehcache，但是只要你的持久层代码中使用到了

Hibernate，就已经间接使用了Ehcache来缓存查询结果集。

Ehcache是一款采用Apache License 2.0开源协议的本地缓存产品，

采用Java语言编写，简单、高效等特性使它自诞生那天起就迅速占领了

大部分本地缓存市场。Ehcache的整体功能架构如图4-3所示。如果脱离

了Hibernate，在程序中应该如何单独使用Ehcache来缓存热点数据呢？

首先从Maven的中央仓库中下载运行Ehcache所需的相关构件，如下所

示：

图4-3　Ehcache的整体功能架构图

本书以2.10.2版本的Ehcache为例，笔者建议大家使用与此一致的版

本，以避免一些因版本不一致引起的错误发生。成功下载好Ehcache所需

的相关构件后，再来配置Ehcache的配置信息，如下所示：



在上述配置信息中，属性“maxElementsInMemory”用于指定缓存的

最大个数，假设值被设定为“1000”，就意味着全局最多能够缓存1000

个数据；属性“eternal”指定了缓存是否永久有效，如果值被设定为

“true”，那么timeout将不起作用；属性“timeToLiveSeconds”用于

指定缓存数据的失效时间；属性“overflowToDisk”指定了当缓存数量

超出“maxElementsInMemory”的阈值时，是否固化到磁盘；属性

“diskPersistent”用于指定是否缓存 JVM 重启期数据，默认为

“false”；属性“memoryStoreEvictionPolicy”用于指定缓存的回收

策略，默认采用LRU（最近最少使用），还可以设定为FIFO（先进先出）

或LFU（较少使用）等策略。

Ehcache的基本使用方法如下所示：



当程序中使用CacheManager.create()方法创建CacheManager实例

时，如果没有显式指定配置文件的路径，那么Ehcache会从classpath下

加载一个名为ehcache.xml的默认配置文件。

4.1.2　LocalCache存在的弊端

尽管在程序中使用Ehcache能够在一定程度上缓解数据库的查询压

力，提升系统整体的吞吐量；但是在互联网领域，应用系统的可用内存

资源本身就非常紧张，而Ehcache的本质是同一个进程内的缓存技术，因

此肯定会共享JVM有限的内存资源。假设缓存数据所占的内存比例较大，

那么JVM极有可能在后续的操作中因腾不出足够多的heap空间用于为新对

象 分 配 内 存 空 间 ， 从 而 导 致 程 序 在 运 行 的 过 程 中 抛 出

java.lang.OutOfMemoryError异常。其次，由于GC次数的增多或者暂停

时间的延长，反而还会影响系统的吞吐量。

因此在实际的开发过程中，本地缓存技术逐渐被分布式缓存技术所

替代；但笔者并不认为本地缓存技术就无用武之地，在某些特殊的应用

场景下，分布式缓存会存在单点瓶颈，所以将本地缓存与分布式缓存结

合是一个不错的整合方案。

4.1.3　神秘的off-heap技术

由于Ehcache类型的本地缓存会共享同一个JVM进程内的heap空间，

因此在一些规模较大的应用系统中开发人员往往更倾向于使用分布式缓

存来缓存热点数据。不过Ehcache在正式发布3.x里程碑版本后，开始提

供off-heap（堆外内存）特性。该特性可以避免缓存的热点数据占用

heap空间中较多的内存资源，以降低GC次数或暂停时间，这对于Ehcache

的拥护者和使用者来说确实是一件值得庆幸的事情。

笔者之所以说off-heap技术非常神秘，是因为这与JVM的底层机制密

切相关。对于Java开发人员而言，Java程序自始至终都只能运行在JVM内

部，这与实际的物理宿主环境之间是相互“隔离”的；因此在默认情况

下，为新对象分配内存空间都是在heap空间中进行，一般情况下，开发

人员直接使用堆外内存的场景几乎是很少见的。而且得益于JVM的自动内

存管理机制，Java开发人员并不需要像编写C/C++代码那样，在创建一个

新对象时，还需要显式编写内存分配和内存回收等相关函数。总之，使



用Java语言编写程序时，可以使我们从烦琐的劳动中解放出来，只关注

自身业务即可。

在Java中，除了heap空间，几乎所有的内存空间都可以称为off-

heap。本书以实际的物理内存资源为例，为大家一层一层地揭开off-

heap技术的神秘面纱。在程序中直接使用off-heap存储数据究竟会带来

哪些好处呢，这或许是大家最关心的一个问题，如下所示：

· 减少GC次数或降低暂停时间；

· 可以扩展和使用更大的内存空间；

· 省去物理内存与heap之间的数据复制步骤。

默认情况下，Java对象都是在heap空间中分配内存，但这也并非绝

对，比如淘宝在OpenJDK的基础之上深度定制的TaobaoVM就使用GCIH（GC

invisible heap）技术实现了off-heap。这样生命周期较长的Java对象

就可以从heap中移至heap外，并且GC不能管理GCIH内部的Java对象，降

低了GC的回收频率，提升了GC的回收效率。除此之外，随着逃逸分析技

术的逐渐成熟，也可以让Java对象直接在栈上进行分配。但不可否认的

是，heap空间目前仍然是GC的重点回收区域，毕竟大部分对象还是在

heap中进行分配的。

使用off-heap技术还可以在一定程度上提升系统的执行性能。假设

操作的是物理内存，那么JVM的所有本机I/O操作都将尽可能直接在物理

内存上进行。反之，JVM会先从物理内存上进行I/O操作，然后再将数据

复制到heap中（或者从heap中复制到物理内存）。

那究竟应该如何在Java程序中直接使用物理内存呢？Java开源社区

成熟的NIO网络通信框架Netty、消息中间件RocketMQ等都使用了

ByteBuffer.allocateDirect()方法来操作实际的物理内存资源，如下所

示：



在 上 述 程 序 中 ， 通 过 调 用 ByteBuffer 接 口 的 静 态 方 法

allocateDirect(int capacity)可以创建出一个DirectByteBuffer类的

实例，并根据参数“capacity”的值，直接在物理内存中分配一块固定

大小的直接字节缓冲区。开发人员可以通过指定JVM的参数“-

XX:MaxDirectMemorySize” 来 限 制 程 序 调 用 allocateDirect(int

capacity)方法时可申请的全局总容量大小，DirectByteBuffer类中包含

的协作类Bits的totalCapacity变量记录着这个值，一旦超出阈值，那么

程序将在运行时抛出java.lang.OutOfMemoryError异常。当所申请的容

量被批准时，DirectByteBuffer将调用sun.misc.Unsafe类的一系列

native方法执行内存分配操作。如果向直接字节缓冲区中写入的数据容

量超出由参数“capacity”指定的阈值时，程序将在运行时抛出

java.nio.BufferOverflowException异常。



尽管在程序中可以通过ByteBuffer.allocateDirect()方法来操作实

际的物理内存资源，但是这些被申请的堆外内存在什么情况下才会被释

放呢？简单来说，DirectByteBuffer对象仅仅只是一个引用，其背后关

联着一大段堆外内存，由于DirectByteBuffer的对象实例仍然存储在

heap空间内，因此可以将其称为“冰山对象”，如图4-4所示。当

DirectByteBuffer对象被GC回收时，其背后的堆外内存也会被一并释

放。

图4-4　持有off-heap引用的“冰山对象”

在此需要注意，不是在任何场景下使用off-heap技术都会给程序的

执行性能带来帮助，在某些情况下甚至还会适得其反，毕竟通过

ByteBuffer.allocateDirect()方法来申请物理内存资源所需的成本要高

于直接在heap中的操作。



4.2　高性能分布式缓存Redis简介

本地缓存尽管可以提供快速的数据访问能力，但是局限也非常明

显。对于那些需要考虑数据共享的应用场景本地缓存则显得无能为力，

并且本地缓存的容量有限，无法实现横向扩容；因此对于那些业务发展

较迅猛的互联网企业来说，从本地缓存架构演变到分布式缓存架构几乎

是必经之路。

目前市面上流行的分布式缓存产品琳琅满目，开源的Redis、

Memcache等几乎占据着分布式缓存市场的半壁江山，可谓是每家互联网

企业的标配。当然这个世界上总会多多少少地存在一些“不按常理出

牌”的家伙，他们总是希望在具体的业务场景下有更优的解决方案或性

能更强悍的产品来服务业务，因此淘宝自主研发的Tair、腾讯自主研发

的CKV都是性能非常高效的分布式缓存产品。

本书以Redis为例，简单来说，Redis是一个使用ANSI C语言编写的

开源分布式Key-Value存储系统，支持多种数据类型（如String、List、

Set、zset、Hash等），并提供丰富的客户端API（如Java、C/C++、

PHP、Ruby等）。对于Redis的使用。除了常规的单点，如果希望利用数

据水平存储或横向扩容来提升Redis的整体容量，那么可以采用一致性

Hash算法将多个Redis节点构建成一组Redis集群。由于扩容可以是动态

的，因此从理论上来说，Redis集群后的容量是无限的。

4.2.1　使用Jedis客户端操作Redis

本书使用的Redis的版本为3.2.3，笔者建议大家使用与此一致的版

本，以避免一些因版本不一致引起的错误发生。成功下载并安装好Redis

后，我们还需要下载Redis的客户端API来实现缓存数据的CRUD操作，本

书所使用的客户端API为Jedis，如下所示：



成功下载好运行Jedis所需的相关构件后，笔者为大家演示如何在程

序中使用Jedis客户端操作Redis，如下所示：

Redis的整体性能是非常高效的，无论是使用Redis官方提供的

benchmark工具，还是使用笔者自行编写的压测代码对Redis进行吞吐量



测试，结果都非常令人满意。从压测结果来看，Redis单点TPS可以达到8

万/秒，QPS则可以达到惊人的10万/秒。

4.2.2　使用Redis集群实现数据水平化存储

在3.x版本之前，Redis并没有提供Cluster功能，如果我们想对

Redis进行集群，则只能自行采取一致性Hash算法，如图4-5所示。

图4-5　一致性Hash算法

随着Redis正式开始提供Cluster功能，对于运维人员和开发人员来

说，集群节点的扩容将变得更加容易。简单来说，Redis集群节点中一共

包含16384个Slot，不同的Redis节点内各自负责维护一小段Slot用于存

储不同区间的数据。当客户端进行数据的读/写操作时，通过观察Jedis

的源码我们可以发现，Key作为路由条件会先进行CRC16运算，然后再mod

16384，以此路由到指定Redis节点的Slot区间内，如下所示：



在Redis非集群的情况下，开发人员在程序中可以直接通过

JedisPool的getResource()方法获取到一个Jedis实例。但是当Redis集

群后，程序中则需要使用JedisCluster 来实现数据的CRUD操作，如下所

示：

在上述程序中，客户端代码通过HostAndPort来指定集群中的单个

Redis节点信息。尽管我们可以声明一个List<HostAndPort>来存储所有

的Redis节点信息，但是只配置一个可用且有效的Redis节点信息也是可

行的；因为当Jedis客户端连接上集群中的某一个Redis节点时，就意味

着已经成功连接上了整个Redis集群环境。



4.3　同一热卖商品高并发读需求

即将经历“双11”、“双12”这种类型和规模的全民网购活动的开

发人员必然是夜不能寐、如坐针毡的。假设你负责的应用系统能够有效
应对这种级别的用户流量，甚至在最后一波访问高峰来临时都没有倒

下，那么这必然会为你的整个职业生涯带来无以言喻的成就感和自豪

感，并且这也会成为你引以为傲的宝贵经验。

笔者以限时抢购这个业务场景为例。在程序中使用缓存技术，不仅

能够提升系统整体的响应速度，还能在一定程度上有效降低关系型数据
库的负载压力。尽管对Redis进行Cluster后可以理论上认为容量是无限

的，并且数据的读/写操作经过了水平化处理，不同的Key均会落到不同

的缓存节点上，以此避免所有的用户流量都集中落到同一个缓存节点
上。但是对于限时抢购场景下的热卖商品来说，由于单价比平时更给

力、更具吸引力，那么自然会比平时吸引更大的流量进来，这时同一个

Key必然会落到同一个缓存节点上，因此分布式缓存在这种情况下一定会
出现单点瓶颈。笔者举一个贴近生活的例子，2016年8月14日凌晨，中国

著名演员王某在其个人微博上发布的关于其娇妻马某婚内出轨的消息，

深深震撼了神州大地上的广大“吃瓜群众”，并且事件迅速发酵，并在
接下来的一周内稳坐各大新闻版面头条。单从技术细节上来分析，假设

这条消息是存储在分布式缓存中，但由于消息是缓存在固定的Slot上

的，尽管缓存系统单点支撑10万/秒的QPS没有任何压力，但是在短短几
分钟内，光是用户留言就达到了上百万条，更别说是阅读这条消息时所

产生的流量，因此分布式缓存的单点容量容易瞬间被撑爆，导致资源连

接耗尽。为了解决分布式缓存可能存在的单点瓶颈，本书提供如下两种
解决方案：

· 基于Redis集群多写多读方案；

· LocalCache结合Redis集群的多级Cache方案。

4.3.1　Redis集群多写多读方案

在默认情况下，假设某一个热卖商品的Key为“itemid123”，经过

路由后，数据会被存储到集群环境中的某一个缓存节点上。我们把多写



和多读这两个步骤拆分开来看，多写就是指在限时抢购活动正式开始之

前，先对某一个热卖商品的Key进行加工和计算。假设集群环境中有n个
缓存节点，那么加工和计算后的Key也应有n个，在最理想的情况下，每

一个Key都应该被路由到一个指定的缓存节点上，其实多写操作就是为了

实现数据的冗余存储，如图4-6所示。

图4-6　多写数据冗余存储

数据冗余存储实施起来是比较简单的，就是将之前的单写改为多

写。由于Redis的处理能力比较强悍，同步多写并不会对程序的吞吐量造
成太大的影响，当然如果在程序中采用异步写的方式会更好。

一旦同一份商品数据被成功冗余存储到所有的缓存节点上，无论用
户流量有多大，在并发环境下，客户端都可以根据加工后的Key，采用轮

询或随机等方式实现数据访问。这时集群环境中每一个缓存节点的负载

压力均是一样的（单个缓存节点的负载量=用户流量/缓存节点个数），
从而可以有效避免峰值流量时，某一个缓存节点的OPS特别高。

在此需要注意，多写多读方案并非完美的，一旦开始实施此方案，

开发人员不得不思考两个问题。首先，如何保证多写过程中数据的一致

性；其次，由于实现多写的Key是提前准备好的，一旦后期对集群环境进

行了动态扩容，由于每一个缓存节点持有的Slot区间发生了变化，那么
所有的Key都需要重新进行加工和计算。

4.3.2　保障多写时的数据一致性



笔者曾为大家介绍了在限时抢购业务场景下，应该如何实施Redis集

群多写多读方案来解决分布式缓存可能出现的单点瓶颈。假设集群环境
中有n个缓存节点，那么加工和计算后的Key的数量应该与其对应，以便

不同的Key被路由到不同的缓存节点上。尽管采用此方案可以使集群环境

中每一个缓存节点的负载尽可能均衡，但是由于缺少事务保证，我们便
没有办法保证多写过程中数据的一致性；因此一旦某个节点写入失败，

就有可能造成整个集群的数据出现不一致，客户端就会出现脏读。那么

我们应该如何保证数据多写过程中的一致性呢？

使用ZooKeeper来配置同一热卖商品的Key是一个非常不错的选择，

此时客户端对其进行监听，一旦Watch到Znode发生变化，所有的客户端
全量更新本地持有的Key即可，如图4-7所示。

图4-7　将Key配置在ZooKeeper中

下述三种情况会造成数据多写过程中产生失败：

· 网络环境发生抖动；

· Master/Slave切换；

· Master/Slave全部宕机，集群环境重新分配Slot区间。

上述三种情况都会导致客户端在数据写入时产生失败。当客户端使
用加工和计算后的Key进行数据写入时，一旦在某一个节点处写入失败，

就可以Failover几次；如果超过规定的重试次数还是写入失败，则可以

直接修改Znode节点中配置的Key信息（剔除写入失败的Key），这样所有



监听ZooKeeper的客户端都会感知到Znode发生了变化，并全量更新本地
持有的Key，从而尽可能避免数据出现脏读。

当某一个节点发生故障并且客户端成功剔除指定的Key后，同一热卖
商品剩下的Key的数量则为n-1，也就是说，客户端接下来能够Set/Get的

集群节点数量为n-1。当然，在后续收到监控系统的告警后，可以修改

ZooKeeper中配置的Key，这样一来可操作的缓存节点数量即可恢复正
常。

4.3.3　LocalCache结合Redis集群的多级Cache方案

根据二八定律，限时抢购场景下的读操作比例一定会远远大于写操

作比例，毕竟热卖商品库存是相对有限的。实施基于Redis多写多读方案
尽管能够在一定程度上解决分布式缓存可能存在的单点瓶颈，但由于该

方案“太重”，实施成本和相关Key的维护成本较为昂贵，并且由于数据

是多写，因此在限时抢购活动正式开始之前，一定要提前规划和控制好
热卖商品的库存数量，并结合限流等方案确保多写操作不会给缓存节点

增加额外的负担。

除了Redis多写多读方案，前面还提到过另外一种解决方案——

LocalCache结合Redis集群的多级Cache方案。笔者在实际的生产环境

中，也是使用此方案来解决限时抢购场景下分布式缓存可能存在的单点
瓶颈。放眼整个互联网领域，LocalCache与分布式缓存的结合必然能够

为系统的后端存储带来更大的保障，如图4-8所示。



图4-8　多级Cache示例

以Ehcache为例，由于本地缓存会共享同一个JVM进程内的heap空

间，因此为了避免本地缓存可能带来的种种弊端，笔者不建议把所有的

商品信息都缓存在本地缓存中。例如，访问热度不高的商品可以直接访
问分布式缓存，而本地缓存中存储更多的是访问热度较高的热卖商品。

对于商品数据，我们需要根据其类型有针对性地配置本地缓存的定时更

新策略。例如，由于商品的图片、视频等资源都缓存在CDN中，因此本地

缓存中只需要缓存以下两类数据：

· 商品详情；

· 商品库存。

商品详情等变化较少的数据，一般在限时抢购活动开始之前就全量

推送到所有参与限时抢购Web服务器的本地缓存上，直至活动结束。我们
也不可能完全保证商品详情数据自始至终都不会发生变化，所以针对这

类数据可以设置较长的定时轮询时间。

由于商品详情数据的变化频率较低，因此定时轮询时间可以设置得

较长；但是商品库存等数据变化非常频繁，就需要将其定时轮询时间设

置得较短，一般几秒后就可以从分布式缓存中拉取最新的库存数据。当
大家看到这里时是否会产生一个疑问，本地缓存中存储的商品库存与实

际商品库存之间可能会因为时差而造成数据的不一致，这样是否会导致

超卖？对于读场景而言，其实完全可以接受在一定程度上出现数据脏
读，因为这只会导致一些原本已经没有库存的少量下单请求误以为还有

库存而已，等到最终扣减库存时再提示用户所购买的商品已经售罄即

可。

在此需要注意，如图4-8所示，在实施多级Cache方案时，可以设置

定时轮询时间，定时从分布式缓存中拉取最新的缓存数据更新到本地缓
存中。但是千万不要为本地缓存设置TTL策略，因为这种做法将会产生一

个问题：当用户流量过大时，一旦本地缓存的TTL过期，由于本地缓存中

没有数据，Web服务器便会直接从分布式缓存中拉取数据并更新到本地缓
存上。试想一下，如果大量请求都无法在本地缓存命中，那么这些请求

便会全部落到分布式缓存上，然后大量的更新请求会对本地缓存重复写

入，这会导致程序的吞吐量严重下降，尤其是变化频率较大的商品库存
数据。



如果想缩短本地缓存与分布式缓存之间数据不一致的窗口期，本书

还提供了一种准实时的多级Cache方案——引入消息队列，如图4-9所

示。当我们通过后台配置管理或者商品服务修改了分布式缓存中存储的
商品数据后，再把消息写入到消息队列中，所有订阅了目标Topic的消费

者都可以消费到由生产者推送的商品数据。但实施这种方案会相对比较

复杂，而且由于引入了消息队列，增加了额外的工作成本，以及分布式
环境下外围系统的宕机风险。

图4-9　准实时的多级Cache的示例

4.3.4　实时热点自动发现方案

由于SKU非常多，因此任何一个电商平台都不会把所有的SKU数据全
量存储在本地缓存中，只会对热点数据做优化。无论是采用Redis多写多

读方案，还是选择多级Cache方案，都会面临一个问题，那就是如何配置

热点Key（HotKey）。笔者在实际的生产环境中选择了将HotKey配置在集

中式资源配置中心内，主要是为了方便管理热点数据；只不过在限时抢
购活动正式开始前，开发人员需要从运营同学那里获取到所有热卖商品

的HotKey，否则一切都是徒劳无功的。

活动正式开始后，运维人员通过监控系统可以发现分布式缓存的单

点容量处于比较平稳的水位，不会因为流量的影响而导致负载过大。但
是希望大家记住，任何事情都不会一帆风顺，暴风雨的来临总是悄无声



息的。热卖商品的HotKey尽管可以在活动开始前就提前分析出来，并由

运营人员交给开发人员进行配置；但是那些提前发现不了并突然成为热

点的数据，以及被热点数据瞬间附带起来的流量似乎就成了漏网之鱼。
对于这种在运行时突然形成的热点，我们需要引入一种实时热点自动发

现机制来进行热点保护。

目前，一些大型的互联网电商企业内部都搭建了适用于自身业务特

点的实时热点自动发现平台。简单来说，我们可以将交易系统产生的相
关数据，以及在上游系统中埋点上报的相关数据异步写入到日志系统

中，然后通过实时热点自动发现平台对收集到的日志数据做调用次数统

计和热点分析；数据符合热点条件后，就立即通知交易系统做好热点保
护，防患于未然，如图4-10所示。

图4-10　实时热点自动发现平台



4.4　同一热卖商品高并发写需求

在限时抢购场景下，为了避免分布式缓存可能存在的单点瓶颈，笔
者建议大家在实际的生产环境中实施多级Cache方案。除了读需求，并发

扣减同一热卖商品库存的写需求也是一件棘手的事情。

开发人员往往会将商品的真实库存存储在关系型数据库中，但大量

的并发更新热点数据都是针对同一行的（本书以MySQL为例），那么这必
然会引起大量的线程相互竞争InnoDB的行锁；并发越大等待的线程就越

多，这会严重影响数据库的TPS，导致RT线性上升，最终可能引发系统出

现雪崩。为了避免数据库沦为瓶颈，我们可以将热卖商品库存的扣减操

作转移至关系型数据库外或者合理控制并发写的流量。

4.4.1　InnoDB行锁引起数据库TPS下降

在大部分情况下，商品库存都是直接在关系型数据库中进行扣减，

那么在限时抢购活动正式开始后，那些单价比平时更给力、更具吸引力

的热卖商品大家肯定都会积极踊跃地参与抢购，这必然会产生大量针对
数据库同一行记录的并发更新操作。因此数据库为了保证原子性，

InnoDB引擎默认会对同一行数据记录加锁，把前端的并发请求变成串行

操作，以确保数据更新时的正确性。

如果直接在数据库中扣减库存，应该如何避免商品超卖呢？在生产
环境中我们可以通过乐观锁机制来避免这个问题。所谓乐观锁，简单来

说，就是在item表中建立一个version字段。假设某一个热卖商品的实际

库存为n，出于对性能的考虑，查询库存操作是不建议加for update的，
那么在并发场景下，必然会导致多个用户拿到的stock和version都一

样。因此当第1个用户成功扣减商品库存后，需要将item表中的version

加1；当第2个用户扣减库存时，由于version不匹配，为了提升库存扣减

的成功率，可以适当进行重试，如果库存不足，则说明商品已经售罄，
反之扣减库存后version继续加1。关于在数据库中使用乐观锁扣减库存

的伪代码，如下所示：



除了使用乐观锁，还可以在扣减商品库存时，利用“实际库存数≥

扣减库存数”作为条件来替代version匹配，防止商品超卖。相对于乐观

锁，采用这种方式会更加直接，由于充分利用了InnoDB引擎提供的行锁
特性，因此大大提升和保障了库存扣减的成功率，如下所示：

本书示例的上述两种方案均能够有效避免商品超卖，但在并发较大

时，由于大量线程相互竞争InnoDB行锁时所引起的一系列问题，我们则

不能忽视。在MySQL客户端中，可以使用如下命令查询出队列中等待拿锁
的线程：



4.4.2　在Redis中扣减热卖商品库存方案

如果系统前端不配合做限流消峰等处理，放任大量的并发更新请求

直接在数据库中扣减同一热卖商品的库存数据，这将导致线程之间相互

竞争InnoDB的行锁。由于数据库中针对同一行数据的更新操作是串行执
行的，那么某一个线程在未释放锁之前，其余的线程将会全部阻塞在队

列中等待拿锁，并发越高等待的线程就越多，这会严重影响数据库的

TPS，从而导致RT线性上升，最终可能引发系统出现雪崩。

InnoDB的行锁特性其实是一把利与弊都很明显的双刃剑，在保证原

子性的同时降低了可用性。那么应该如何保证大并发更新热点数据不会
导致数据库沦为瓶颈，这其实是秒杀、抢购场景下最核心的技术难题之

一。笔者在前面曾经提及过，可以尝试将热卖商品的库存扣减操作转移

至数据库外。由于Redis的读/写能力远胜过任何类型的关系型数据库，
因此在Redis中实现库存扣减是一个不错的替代方案。这样数据库中存储

的商品库存可以被理解为实际库存，而Redis中存储的商品库存则为实时

库存。

但在并发较大的情况下，直接在Redis中扣减库存一定会导致商品出

现超卖现象，那这种情况应该如何避免呢？这就是本节的重点，引入分
布式锁来避免超卖。当然分布式锁自身必须满足以下三点要求：

· 在任何情况下分布式锁都不能沦为系统瓶颈；

· 不能产生死锁；

· 支持锁重入。

分布式锁的实现方式较多，目前市面上比较常见的有两种，分别是

基于ZooKeeper 和Redis实现的分布式锁。出于对性能方面的考虑，本书
仅以Redis实现的分布式锁为例。究竟应该如何在Redis中实现分布式锁

呢？使用Redisson是一个不错的方案，或许习惯了使用Jedis的开发人员

对Redisson有些陌生。相比于Jedis，Redisson确实算得上一款崭新的
Redis客户端API，它支持丰富的数据类型，并且是线程安全的，底层还

使用了Netty 4进行网络通信。那么我们能否在程序中用Redisson代替



Jedis来与Redis进行交互呢？其实，Redisson诞生之初，从本质上来说

仅仅是为了扩展Jedis的部分功能，两者是并存的，比如Redisson并不支

持String类型的数据结构。

本书所使用的Redisson版本为2.2.11，如下所示：

成功下载好运行Redisson所需的相关构件后，笔者开始演示如何在
程序中使用Redisson客户端实现基于Redis的分布式锁，如下所示：



在上述程序中，演示了Redisson提供的两种获取分布式锁的方法。

lock（long leaseTime, TimeUnit unit）方法中的第1个参数用于设定
分布式锁的租约时间，而第2个参数则为时间单位。使用这种方式意味着

在某一个获取到锁的线程未释放锁之前，其他线程只能够在队列中阻塞

等待，这和InnoDB引擎提供的行锁机制如出一辙，并发越高等待的线程



越多。因此，在并发较大的情况下，建议大家使用tryLock（long

waitTime, long leaseTime, TimeUnit unit）方法获取分布式锁。

在tryLock()方法中开发人员可以通过参数“waitTime”来设定获取

分布式锁的等待时间，超出规定的时间阈值后，线程将不再继续等待拿
锁；那么为了提升库存扣减的成功率，可以在获取锁失败后尝试多次。

相比lock()方法的拿锁方式，后者在并发较大的情况下不会使分布式锁

沦为系统瓶颈，但是商品库存的扣减成功率会受到一定影响。

将商品库存的扣减操作转移至Redis中主要是为了避免数据库沦为系
统瓶颈。既然性能问题得到了解决，那么变化后的实时库存应该如何同

步到数据库中呢？当系统获取到分布式锁并成功扣减Redis中的实时库存
后，可以将消息写入到消息队列中，由消费者负责实际库存的扣减。由

于采用了排队机制，并发写入数据库时的流量可控，因此数据库的负载

压力就会始终保持在一个恒定的范围内，不会因为流量的影响而导致数

据库性能下降，如图4-11所示。

图4-11　在Redis中实施热卖商品的库存扣减

4.4.3　热卖商品库存扣减优化方案

为了避免商品超卖，无论是直接在数据库中扣减库存，还是在Redis

中扣减库存，都必须依赖于串行化和锁机制。假设商品库存数量为n，那
么锁的获取次数也为n。大家思考一下，如何有效减少锁的获取次数来达

到提升系统整体TPS的目的？或许批量提交扣减商品库存是一个不错的优

化方案。阿里开源的MySQL分支AliSQL数据库已经支持了这项特性，大家



可以直接阅读4.4.5节的内容。那么在Redis中应该如何优化热卖商品的

库存扣减操作呢？

简而言之，当前端发起库存扣减请求后，可以先对这些请求展开收

集；假设收集次数被设定为100次，那么达到阈值后再对这些请求做合并

处理，获取一次分布式锁后就一次性提交到Redis中进行库存扣减，如图

4-12所示。这会存在一种特殊的情况，即商品库存不足扣减时，这一批

库存扣减操作都将失败。采用这种方式最大的好处就是可以将原先的串

行化操作变成批处理操作，大大提升了系统整体的TPS。假设某一个热卖
商品的库存数量为1000，收集次数被设定为100，那么总共只需要获取10

次（商品库存数量/收集阈值）分布式锁即可。

图4-12　Redis热卖商品库存扣减优化

在此需要注意，实施批量提交扣减商品库存方案或许并没有想象中

那么简单，此方案与业务结合得过于紧密，因此在实施过程中有以下两

个问题需要慎重考虑和尽早规划：

· 库存扣减结果应该如何响应给指定的用户；

· 如何避免商品库存售不罄。

在Redis中扣减热卖商品的库存，除了可以使用分布式锁来保证数据
的一致性，我们还有其他更优的解决方案，毕竟分布式锁存在较大的性

能开销，因此为了能够更好地提升系统的吞吐量，笔者建议大家在生产

环境中可以考虑采用Redis提供的Watch命令来实现乐观锁。和4.4.1节中

笔者为大家介绍的基于MySQL的乐观锁机制一样，并发环境下，通过

Watch命令对目标Key进行标记后，当事务提交时，如果监控到目标Key对

应的值已经发生了改变，那么就意味着版本号发生了改变，因此这一次

的事务提交操作就需要进行回滚，如图4-13所示。



图4-13　采用乐观锁机制在Redis中扣减热卖商品库存

采用乐观锁在Redis中扣减库存的伪代码如下所示：

在此大家需要注意，如果使用的是Redis3.x以上版本，而且Redis采

用Cluster模式进行部署，但JedisCluster目前并不支持Watch及事务方
法，当然这并不意味着集群环境下我们无法使用乐观锁，我们可以重写

其Set方法，利用它默认的路由机制来实现Watch命令，如下所示：



4.4.4　控制单机并发写流量方案

除了可以将库存的扣减动作从关系型数据库中转移至Redis中进行扣

减，本书还提供了另外两种改造成本相对较低的解决方案，如下所示：

· 单机排队串行写方案；

· 抢购限流方案。

在应用层实现排队机制，将热卖商品的库存扣减操作设置队列串行

执行，这样便可以降低大促场景下针对同一热卖商品并发写的流量，虽

然对于集群环境中的单个节点而言，库存的扣减操作是串行执行的，但

是从整体上来看仍然是并发执行的，由集群环境中的节点数量决定并发
写的流量。



但是单机排队串行写的执行效率似乎并不高效，尽管数据库中针对

同一行数据的并发写操作多线程之间需要相互竞争InnoDB的行锁，只有

获取到锁的线程才允许对其进行写入。虽然也是串行执行，但是从压测

的结果来看，前者的效率远低于后者，因此在生产环境中，不建议采用
这种解决方案。笔者曾为大家讲解了如何通过计数器算法来实现大促场

景下的抢购限流，如果系统前端能够配合交易系统做好限流保护，控制

并发写的流量，那么必然能够有效降低数据库的负载压力，提升TPS，同

时还能够有效避免同一热卖商品占用较多的数据库连接资源，如图4-14

所示。

抢购限流其实也是一种排队机制，和串行写方案不同的是，单机也

允许并发，因此可以大大提升库存扣减时的执行效率，并且由于并发写

的流量可控，可以让数据库的负载处于一个比较均衡的水位，不会因为

峰值流量过大，导致系统被无情击垮。如果抢购限流方案能够结合

AliSQL数据库来共同应对大促场景，那么系统的整体性能将得到不小的

提升。

图4-14　抢购限流控制并发写的流量



4.4.5　使用阿里开源的AliSQL数据库提升秒杀场景性
能

2016年8月9日，阿里正式启动了AliSQL数据库的开源计划。从官方

发布的测试结果来看，AliSQL数据库的综合性能较MySQL官方版本提升了

约70%，尤其是针对秒杀场景做了特殊优化，性能可提升100倍左右。如
果仅仅是希望使用AliSQL替换MySQL官方版本来应对秒杀场景，那么可以

将AliSQL理解为一款为互联网电商业务特殊定制的高性能MySQL数据库，

AliSQL在云计算及金融等领域也能够大展拳脚。

此次开源的AliSQL所带来的优化特性较多，本书仅以秒杀场景为
例。前面曾经提及过，采用批量提交扣减商品库存方案能够有效提升系

统整体的TPS，那么这在AliSQL中又是如何实现的呢？其实AliSQL在

InnoDB引擎层前面对同一行的热点更新SQL做了收集。简而言之，AliSQL

首先会对热点记录做Hash，其中每一个桶就是一个热点行，对每个桶做

收集，然后由桶里面的第一个事务一批次地把当前桶里收集的所有库存

扣减请求一次性提交掉，这样就将原先的串行化操作变成了批处理操

作。为了提升整体性能，当第一批提交的时候第二批开始收集，这样就
将单线程的串行变成了批处理的线程，如图4-15所示。无论是在Redis中

扣减库存，还是在AliSQL中扣减库存，为了提升系统整体的TPS，都是先

收集库存扣减请求，达到阈值后做合并处理，最后批量进行提交。

图4-15　AliSQL热卖商品库存扣减优化



AliSQL于2016年9月开始提供内测，真正的开源日期是10月，笔者当

时有幸成为AliSQL的第一批实验“小白鼠”。目前GitHub上已经有两个

RELEASE 版 本 ， AliSQL 的 项 目 地 址 为
https://github.com/alibaba/AliSQL。接下来就为大家演示AliSQL的编

译和安装过程，在此之前，要先准备一些基础环境，笔者的操作系统版

本为CentOS7.0，所使用的AliSQL版本为AliSQL 5.6.32，也可以下载其

他版本的AliSQL，但是为了避免在编译和安装过程中发生一些不必要的

错误，建议使用和本书一致的AliSQL版本。

首先安装一些编译AliSQL源码所必需的编译器和库，如下所示：

编译和安装cmake，本书使用的cmake版本为2.8.10.2，如下所示：

编译和安装bison，本书使用的bison版本为2.7.1，如下所示：

设置AliSQL的用户和组，如下所示：

创建编译和安装AliSQL所需的目录，如下所示：



一切准备就绪后，从GitHub上下载AliSQL的源码，如下所示：

成功下载好AliSQL后，通过命令“unzip”对其进行解压，然后切换

到目录/AliSQL-AliSQL-5.6.32-2下，设置AliSQL的一些编译参数，如下

所示：

使用命令“make”对AliSQL的源码进行编译，AliSQL的编译过程比

较耗时，大家可以喝杯咖啡后再来验收结果，如图4-16所示。



图4-16　AliSQL源码的编译过程

图4-16　AliSQL源码的编译过程（续）

如果编译之前的基础环境都已经准备完毕，那么AliSQL的编译过程

应该是非常顺利的。完成编译后要做的事情就是使用命令“make

install”对AliSQL进行安装，如图4-17所示。



图4-17　AliSQL的安装过程

编译和安装工作完成后，修改AliSQL目录的所有者和组，如下所

示：

对已经安装完成的AliSQL进行一些初始化工作，如下所示：



复制AliSQL的服务启动配置文件到/etc目录下的my.cnf文件中，如
果目标文件已经存在则进行覆盖，如下所示：

复制AliSQL的服务启动脚本到/etc目录下，如下所示：

编辑文件/etc/profile配置AliSQL的环境变量，如下所示：

当 AliSQL 的 环 境 变 量 配 置 完 成 后 ， 通 过 命 令 “source

/etc/profile”让其立即生效，再通过命令“service mysqld start”

启动AliSQL服务。AliSQL启动后，通过命令“ps -aux|grep mysql”可

以验证服务是否正常启动，如果启动成功，便可以使用MySQL客户端对其
进行登录和访问操作。至此，AliSQL的编译和安装过程就结束了，如果

无法进行正常编译和安装，可以在GitHub上进行询问。



4.5　本章小结

热点数据的读/写操作其实是秒杀、抢购场景下最核心的技术难题。

本章以为什么需要在系统中使用缓存技术作为开篇，重点讲解了本地缓
存Ehcache及分布式缓存Redis技术，并介绍了如何使用Jedis、Redisson

等客户端API与Redis进行交互。

当前期铺垫结束后，笔者切入了本章的主题，这也是笔者在实际工

作中遇到的技术难题：限时抢购场景下的同一热卖商品高并发读/写需

求。笔者首先在热点数据的读操作上，提供了基于Redis的多写多读方
案，以及多级Cache方案。接下来在热点数据的写操作上，为大家介绍了

如何将热卖商品的库存扣减操作转移至Redis中，以及其批量提交的优化

方案。最后，笔者为大家介绍了阿里开源的AliSQL高性能关系型数据

库，以及如何亲自动手编译和安装AliSQL，结合限流手段和AliSQL来共

同应对大促场景或许是一个不错的方案。



第5章　数据库分库分表案例

大型网站几乎时时刻刻都在接受着高并发和海量数据的洗礼，随着

用户规模的线性上升，单库的性能瓶颈会逐渐暴露出来，由于数据库的

检索效率越来越慢，导致生产环境中产生较多的慢速SQL。对于非结构化

的数据，可以将其存储在NoSQL数据库中来提升性能，但是重要的业务数

据，仍然要落盘在关系型数据库（如MySQL数据库）中。那么如何提升关

系型数据库的并行处理能力和检索效率就成为了架构师需要思考和解决

的棘手问题，并且单库如果宕机，业务系统也就随之瘫痪了。因此，在

互联网场景下，架构师务必要确保后端存储系统具备高可用性和高性

能，为了解决这些问题，目前互联网场景下常见的做法便是对数据库实

施分库分表，即Sharding改造。

笔者是在2013年正式踏入互联网这个领域的，也是从那个时候开始

接触分库分表的，不过当时的分库分表中间件并不多。笔者接触到的第

一 款 分 库 分 表 中 间 件 为 淘 宝 的 TDDL （ TAOBAO DISTRIBUTE DATA

LAYER），但其Matrix层源码直至今日也并未开源实属遗憾。现在，除了

TDDL，我们有了更多的选择，Shark、MyCat等优秀的分库分表中间件层

出不穷。本章不仅会对数据库的架构演变过程进行重点讲解，还会实战

演示Shark中间件的具体使用方式，以及数据库实施分库分表改造后所带

来的影响的一系列解决方案。



5.1　关系型数据库的架构演变

在互联网场景下，关系型数据库常见的性能瓶颈主要有两个，如下

所示：

· 大量的并发读/写操作，导致单库出现难以承受的负载压力；·

单表存储数据量过大，导致检索效率低下。

5.1.1　数据库读写分离

任何一个刚上线的互联网项目的前期用户规模都不大，系统整体并

发量相对较小，因此企业一般都会在这个阶段将所有的数据信息存储在

单库中进行读/写操作。但是随着用户规模不断提升，单库逐渐力不从

心，TPS/OPS越来越低，因此到了这个阶段，DBA会将数据库设置为读写

分离状态（生产环境一般会采用一主一从或一主多从），由Master负责

写操作，而Slave作为备库，不会开放写操作，但可以允许读操作，主从

之间保持数据同步即可。根据二八法则，80%的数据库操作是读操作，剩

下的20%则为写操作。读写分离后，可以大大提升单库无法支撑的负载压

力，如图5-1所示。在此需要注意，如果Master存在TPS较高的情况，

Master与Slave数据库之间数据同步是会存在一定延迟的，因此在写入

Master之前最好将同一份数据落到缓存中，以避免高并发情况下，从

Slave中获取不到指定数据的情况发生。

图5-1　数据库读写分离

5.1.2　数据库垂直分库



前一节笔者为大家讲解了数据库的读写分离案例。由于将读/写操作

进行了分离，Master负责写入，Slave负责读取，系统的整体吞吐量相对

于单库来说自然有一定的提升，但是只依靠数据库的读写分离并不能一

劳永逸，随着用户规模的线性上升，系统瓶颈一定会暴露。因此到了这

个阶段，DBA会开始对数据库进行垂直分库。所谓垂直分库，就是企业根

据自身业务的垂直划分，将原本冗余在单库中的数据表拆分到不同的业

务库中，实现分而治之的数据管理和读/写操作，如图5-2所示。

图5-2　数据库垂直分库

结合笔者实际的生产经验来看，以关系型数据库MySQL为例，由于单

一业务的数据信息仍然落盘在单表中，当MySQL中单表数据超过500万行

时，读操作就会逐渐成为瓶颈，哪怕索引重建，也无法解决因为数据膨

胀而带来的检索效率低下等问题。大家可能会有疑问，对写操作难道就

不会有影响吗？由于写是顺序写，所以基本上数据库的写入操作不会因

为数据膨胀而成为瓶颈，但是读操作一定会存在上限。这其实也是RDBMS

等类型数据库的特点，相对于非常规的NoSQL数据库而言，由于双方的底

层存储架构不同，所以自然无法等价。因此到了这个阶段，DBA就需要在

垂直分库的基础上实施水平分表。

5.1.3　数据库水平分库与水平分表

当大家对数据库的读写分离和垂直分库等概念有了一定的了解后，

笔者再为大家介绍互联网场景下关系型数据库中应对高并发、单表数据

量过大的最终解决方案。水平分表就是将原本冗余在单库中的单个业务



表拆分为 n个“逻辑相关”的业务子表（如tab_0000、tab_0001、

tab_0002...），不同的业务子表各自负责存储不同区间的数据，对外形

成一个整体，这就是大家常说的Sharding操作。

水平分表后的业务子表可以包含在单库中，如果Master的TPS过高，

则还可以对垂直分库后的单一业务库进行水平化。同水平分表类似，可

以将水平分表后的这些业务子表按照某种特定的算法和规则分散到n个

“逻辑相关”的业务子库中（如db_0000、db_0001、db_0002...），只

是实施相对复杂，而且还需要专门的Sharding中间件负责数据的路由工

作，如图5-3所示。

图5-3　数据库分库分表

在生产环境中实施分库分表操作，主要是为了解决高并发场景下单

库的性能瓶颈，并充分利用分布式的威力提升数据库的读/写性能。假设

后续业务表中的数据量又一次达到存储阈值并对性能产生影响时，DBA只

需要再次对现有的业务库和业务表横向扩容，并迁移数据即可。目前，

一些大型的互联网电商企业内部都对分库分表场景有着广泛的应用和实

施经验。

5.1.4　MySQL Sharding与MySQL Cluster的区别



单纯从技术上来讲，MySQL Cluster只是一个数据库集群，其优势只

是扩展了数据库的并行处理能力，但是使用成本、维护成本相当高（目

前在生产环境中使用者较少，而且实施相对复杂）。而MySQL Sharding

是一个成熟且实惠的方案，不仅可以提升数据库的并行处理能力，还能

够解决因为单表数据量过大所产生的检索瓶颈。简而言之，前者是集群

模式，后者是分布式模式，因此无论从哪个维度来看，Sharding都是互

联网当下最好的选择。



5.2　Sharding中间件

一旦数据库实施分库分表后，开发人员就必须思考两个问题。首

先，必须明确定义SQL语句中的Shard Key（路由条件），这非常重要，

因为路由维度直接决定了数据的落盘位置。其次，应该如何根据所定义

的Shard Key进行数据路由，这需要定义一套特定的路由算法和规则。当

这两个问题成功解决后，就能够让任何一条SQL语句的读/写操作准确定

位到具体的业务库和业务表中去执行开发人员预期的操作。

目前，在生产环境中大部分企业大都倾向于使用成熟的Sharding中

间件完成数据的路由工作，也会有一些企业自行研发适用于自身业务场

景的Sharding中间件，不过当你所处的企业或团队，连最基本的业务进

度都没办法保证且缺少实施经验时，笔者更推荐选择前者，毕竟成熟的

中间件产品都是经过生产检验的，基本没有必要再花时间去踩坑和填

坑。Sharding中间件的领域模型定位如图5-4所示。

图5-4　Sharding中间件的领域模型定位

有一些Sharding中间件会将路由逻辑硬编码在持久层代码中，这

样，不仅耦合度高，更重要的是不具备任何灵活性。确切地说，持久层

根本不应该关心数据路由的工作，它的任务核心只是负责对数据库的

CRUD操作，并且后续一旦DBA需要对现有的业务库和业务表进行扩容，开

发人员就不得不修改硬编码在持久层代码中的路由逻辑，所以大家还是

尽量避免使用这种方式。

5.2.1　常见的 Sharding中间件对比



相对早期来说，目前市面上常见的Sharding中间件已经称得上百花

齐放了，并且从体系架构上进行划分，Sharding中间件主要基于Proxy架

构和应用集成架构两大类组成。简而言之，基于Proxy架构的Sharding中

间件，可以灵活实现任意的关系型数据库协议，满足个性化定制，可以

做到在一定程度上的通用，不局限于任何数据库。而基于应用集成架构

的Sharding中间件，尽管不能够实现通用性需求，但是由于应用直连数

据库，读/写性能往往比前者高出10%～20%。总之，两种体系架构截然不

同的Sharding中间件都各有优缺点，具体使用哪一种还需要结合自身实

际的业务场景而定。

本书以基于应用集成架构的Sharding中间件为例。早期比较成熟的

只有淘宝的TDDL，但TDDL并非是完美的，比如社区活跃度低、技术文档

资料匮乏，而且部分功能开源但核心功能闭源，因此注定了TDDL无法直

接为欣赏它的非淘宝系用户服务。现在想要使用TDDL还有一种间接的方

式，那就是淘宝已经将TDDL作为阿里云上的一个收费服务——分布式关

系 型 数 据 库 服 务 （ Distribute Relational Database Service ，

DRDS）。开发人员无须关心底层的数据库存储架构，只需要使用阿里云

提供的数据服务即可，这种方式有利有弊，最明显的弊端就是，后期如

果企业自行构建数据中心时，数据迁移将是一件令人非常头痛的事情。

目前市面上常见的一些Sharding中间件产品对比如表5-1所示。

表5-1　市面上常见的一些Sharding中间件产品对比

续表

无论选择哪一款Sharding中间件产品，只要能够合理且高效地满足

自身业务场景，那么它就是一款优秀的中间件产品。如果开发人员希望



拥有大量的技术文档作为支撑，那么可以在生产环境中使用Shark作为分

布式数据层来实现数据库分库分表后的数据路由操作，本书后续小节都

会以Shark为例进行使用和配置讲解。

5.2.2　Shark简介

Shark是一款采用Apache License 2.0开源协议的分布式MySQL分库

分表中间件。Sharding领域的一站式解决方案，具备丰富、灵活的路由

算法支持，能够方便DBA实现库和表的水平扩容，以及有效降低数据的迁

移成本。Shark站在巨人（SpringJDBC、Druid）的肩膀上，采用应用集

成架构，放弃通用性，只为换取更好的执行性能，以及降低分布式环境

下外围系统的宕机风险。

目前，Shark每天为不同的企业、业务提供过亿级别的SQL读/写服

务。Shark的项目地址为https://github.com/gaoxianglong/shark。

Shark的优点如下所示：

· 完善的技术文档支持；

· 动态数据源的无缝切换；

· 丰富、灵活的分布式路由算法支持；

· 非Proxy架构，应用直连数据库，降低外围系统依赖所带来的宕

机风险；

· 业务零侵入，配置简单；

· 站在巨人的肩膀上（SpringJDBC、基于Druid的Sqlparser完成

SQL解析），执行性能高效、稳定；

· 提供多机SequenceID的API支持，解决多机SequenceID难题；

· 默认支持基于ZooKeeper、Redis3.x Cluster作为集中式资源配

置中心；

· 基于Velocity模板引擎渲染内容，支持SQL语句独立配置和动态

拼接，与业务逻辑代码解耦；

· 提供内置验证页面，方便开发、测试及运维人员对执行后的SQL

进行验证；



· 提供自动生成配置文件的API支持，降低配置信息出错率。

5.2.3　Shark的架构模型

数据库实施分库分表后，就需要引入分布式数据层提供的数据路由

支持来完成SQL语句的读/写操作。简而言之，就是以Shard Key为条件，

按照特定的路由算法和规则对多数据源进行动态切换，这样即可定位到

目标业务库上，然后再将SQL语句中的全局表名进行解析和重写替换（比

如替换前：SELECT* FROM tab WHERE uid = 1，替换后：SELECT * FROM

tab_0001 WHERE uid = 1），这样即可定位到目标业务表上，这就是

Sharding中间件最核心的基础功能。

Shark底层持有一组数据源集合，根据SQL语句中包含的Shard Key进

行运算，然后再通过Route技术路由到具体的业务库和业务表上进行读/

写 操 作 。 在 此 需 要 注 意 ， Shark 内 部 并 没 有 实 现 自 己 的

DBConnectionPool，这就意味着，开发人员可以随意切换任意的

DBConnectionPool产品，如果觉得C3P0没有BonePC性能高，那么可以切

换为BonePC；如果觉得BonePC不如Druid稳定，又可以切换为Druid。

开发人员完全不需要关心分库分表后的数据路由工作，在程序中就

像是在操作单库和单表一样简单，并且执行性能更高效，Shark就承担着

这样的一个任务。Shark的整体架构如图5-5所示。



图5-5　Shark的整体架构

Shark的领域模型位于Spring的JdbcTemplate和JDBC之间，也就是位

于分布式数据层，Shark站在巨人的肩膀上，这个巨人正是Spring。简而

言之，Shark动态数据源层的SharkDataSourceGroup类派生自Spring的

AbstractRoutingDataSource类，并通过Spring AOP的方式在运行时采用

Druid的Sqlparser完成对SQL语句的解析工作，在此基础之上达到读/写

分离、数据路由等操作目的，因此从另一个侧面反应出了Shark的源码注

定是简单、健壮、易阅读和易维护的，因为Shark的核心功能只专注于

Sharding。反观一些其他的Sharding中间件内部实现，不仅需要实现

DBConnectionPool、动态数据源，还需要实现一些额外的功能，比如通

用性支持、多种类型的RDBMS 或NoSQL支持，势必会存在一些臃肿。

Shark的三层功能架构如图5-6所示。

图5-6　Shark的三层功能架构

根据官方发布的Shark Benchmark结果来看，Shark执行SQL语句时的

效率是非常高效的，基本上损耗可以达到忽略不计的程度。关于更多测

试 结 果 ， 大 家 可 以 参 考

https://github.com/gaoxianglong/shark/wiki/shark-benchmark-

result。

5.2.4　使用Shark实现分库分表后的数据路由任务

目前Shark官方发布的最新版本为2.0.2.RELEASE，开发人员可以通

过Maven依赖的方式下载最新版本的Shark构件，如下所示：



Shark项目的pom.xml文件中依赖有一些其他的第三方构件（依赖的

Spring版本为3.2.13.RELEASE），如果觉得版本过低或者与当前项目中

依赖的构件产生冲突，可以在项目的pom.xml文件中使用Maven提供的

<exclusions/>标签排除依赖，自行下载指定版本的相关构件即可。除此

之外，大家还需要注意一点，Shark的源码是在Java 7版本上进行编译

的，因此在项目中使用Shark时，JDK版本应该高于或等于Java 7。

Shark支持两类分库分表模式，如下所示：

· 单库多表模式；

· 多库多表模式。

单库多表模式应用在需要“垂直分库、水平分表”的场景下。前面

曾经提及过，所谓垂直分库就是企业根据自身业务的垂直划分，将原本

冗余在单库中的数据表拆分到不同的业务库中，实现分而治之的数据管

理和读/写操作。水平分表是将原本冗余在单库中的单个业务表拆分为n

个“逻辑相关”的业务子表，不同的业务子表各自负责存储不同区间的

数据，对外形成一个整体。假设垂直分库后的订单业务库的内部需要水

平拆分出1024张订单表，那么这些订单子表就可以按照order_0000至

order_1023的方式分布在订单业务库中。

和单库多表模式不同的是，多库多表模式应用在业务库和业务表都

需要进行水平化的场景下，因此可以将其看作对单库多表模式的一种升

级，同时这也是互联网场景下，关系型数据库应对高并发、单表数据量

过大问题的最终解决方案。本书以多库多表模式为例，为各位读者演示

如何在项目中配置和使用Shark进行分库分表后的数据路由。至于单库多

表模式，大家可以参考Shark官方的用户指南进行配置和使用。

多库多表模式下Shark的主要配置信息如下所示：



由于笔者项目的特殊性，为了提升数据库的并行处理能力，以及避

免单表数据量过大导致检索效率低下，我们不仅对单库进行了水平分

库，还将单表进行了水平分表，最后一共拆分出了1024张业务子表，均



匀分布在32个Master库中。也就是说，每个库中都包含32张业务表

（1024/32=32），当然Slave库和Master库是保持一致的，如图5-7所

示。

图5-7　Shark数据路由过程

在上述配置文件中，属性“isShard”定义了分库分表的开关，

“true”为开启，默认为“false”，如果在程序中不开启分库分表功

能，Shark仍然可以为单库提供读写分离支持。

属性“wr_index”定义了数据库主从读写分离的起始索引，值

“r32w0”指定了Master的数据源索引范围在0到31之间，而Slave的数据

源索引范围在32到63之间，当Shark解析SQL时，会根据操作类型自动判

断和选择对应的主从数据源（如果不希望配置读写分离功能，可以将

“wr_index”的值设置为“r0w0”）。

属性“shardMode”和“consistent”定义了Shark的路由模式，当

“shardMode”的值被设定为“true”时，采用多库多表模式，反之采用
单库多表模式；属性“consistent”只能够应用在多库多表模式下，当

值被设定为“true”时，意味着表名后缀是连续的，简单来说，表名会

按照tab_0000至tab_1023分布在所有的库中；将值设定为“false”时，

每个库中的表名都统一按照tab_0000至tab_0031（tbSize/dbSize=32）
进行分布；表名后缀的拼接规则可以通过属性“tbSuffix”进行设定，

默认为“_0000”。

属性“dbRuleArray”和“tbRuleArray”定义了Shark的路由算法。

根据ShardKey计算出指定的数据源，如下所示：



根据ShardKey计算出指定的业务表，如下所示：

由于在单库多表模式下只有一个单库，因此属性“dbRuleArray”只
能 够 应 用 在 多 库 多 表 模 式 下 。 如 果 属 性 “dbRuleArray” 和

“tbRuleArray”中需要配置多个路由条件时，可以通过符号“|”进行

分隔。

Shark规定了路由条件的数据类型必须是整数类型，如果是其他数据

类型时（如String类型），可以先做一次Hash运算，为了避免Hash碰
撞，可以带上Hash前的值（比如SELECT * FROM tab WHERE email_hash

= ? AND email = ?）。假设路由条件的值为“123456”，那么根据

Shark的路由算法进行运算后，得出的数据源索引为18，表索引为0，这
也就意味着，执行SQL时Shark会路由到第19个库中的第1个表上进行读写

操作。

当对单库进行水平分库时，建议大家遵循“二叉树分库”策略，即

当DBA对数据库进行扩容的时候，都是以2的倍数进行扩容（比如从2台扩
容到4台，从4台扩容到8台，从8台扩容到16台，以此类推），采用这种

分库方式的最大优点就是扩容和数据迁移会更加方便。当对单表进行水

平分表时，为了确保数据能够均匀落盘，建议大家将分表数量设定为分

库数量的倍数（比如库的数量为2，片的数量为4；库的数量为4，片的数
量为8；库的数量为8，片的数量为16，以此类推）。

成功配置好Shark的相关配置信息后，再来看看如何在程序中使用

Shark，如下所示：



在一些较简单的应用场景下，可以说Shark对业务是零侵入的，

Shark会在运行时基于Spring的AOP拦截JdbcTemplate中除batch()方法外
的所有读写方法，然后利用Druid的Sqlparser完成对SQL语句的解析工

作，在此基础上达到读/写分离、数据路由等操作的目的。在此需要注

意，Shark并不支持SpringJDBC中除JdbcTemplate之外的JDBC模板类（比

如NamedParameterJdbcTemplate和SimpleJdbcTemplate），因为它们的
底层实现都是通过调用JdbcTemplate的API来完成SQL语句的CRUD操作，

并且从追求性能效率的角度来看，组件的封装层次越低执行性能越好。

或许有些人已经产生了疑问，在实际的开发过程中，我们往往不会

将SQL语句耦合在业务代码中，而是将其配置在独立的SQL文件中，除此
之外，支持SQL语句的动态拼接功能似乎也是刚需。尽管SpringJDBC默认

并没有提供这样的功能，但值得庆幸的是，Shark很好地填补了这块领域

的空白。SQL语句独立配置，如下所示：

Shark支持从classpath目录下加载独立配置的SQL文件，也支持直接
从绝对路径上进行加载。从SQL文件中获取出指定的SQL语句，如下所

示：



在上述程序中，通过 SQLTemplate 提供的 getSql(String key,

Map<String, ?> params)方法即可成功从SQL文件中获取出指定的SQL语
句。其中，第1个参数为定义在SQL文件中的SQL名称，而参数params则为

需要传递给SQL语句的一系列参数集合。

再来看看SQL语句应该如何进行定义，Shark支持XML和Properties两

种文件形式来定义SQL语句，本书仅以XML文件格式为例，如下所示：

根标签为<sqls/>，每一个SQL语句都包含在一个独立的<sql/>标签
中。其中，属性name用于定义SQL名称，不允许重复出现。由于Shark是

基于Velocity模板引擎渲染内容，因此也支持Velocity语法来实现SQL语

句的动态拼接，如下所示：



对于开发人员而言，使用Shark只需要掌握SpringJDBC的基本用法即
可，不会再有额外的学习成本，因此，开发人员无须关心数据库分库分

表后的数据路由工作，使用Shark就像在操作单库和单表一样简单。关于

Shark的更多使用方式，本书不再一一进行讲解，大家可以参考Shark的
用户指南。

最后不得不提醒大家，如果SQL语句中的第一个参数并不是定义在配
置信息中的路由条件时，那么Shark将抛出如下异常信息：

5.2.5　分库分表后所带来的影响

一旦数据库实施分库分表后，多多少少都会对开发人员产生一定的

影响，而这类影响大多体现在逻辑代码的实现上。假设我们从单库单表

的数据库架构演变为“垂直分库、水平分表”或者“水平分库、水平分
表”架构时，有四个比较棘手的问题是需要慎重考虑和尽早规划的，如

下所示：

· ACID［ Atomicity（原子性）、Consistency（一致性）、

Isolation（隔离性）、Durability（持久性）］如何保证；

· 多表之间的关联查询如何进行；

· 无法继续使用外键约束；

· 无法继续使用由Oracle提供的Sequence，或者MySQL提供的

AUTO_INCREMENT生成全局唯一和连续性ID。

关于SequenceID应该如何生成，大家可以直接阅读5.2.6节；关于分

布式事务，本书在后续都有着重讲解。

任何大型的互联网企业，一旦数据库实施分库分表后，对于SQL语句

的编写都有一条铁打不动的“军规”，那就是更倾向于简单化、轻量
化。简而言之，就是尽可能地避免使用多表联合查询语句，而是将其拆

分为多条单表查询语句，多次查询。或许有人会产生疑问，难道多表联

合查询性能不如多次单表查询快吗？其实不然，至少从测试结果来看，
多次单表查询在执行效率上并不比多表联合查询慢多少，并且在互联网



场景下，为了扩展性、易读性和维护性，牺牲一点性能（如多次会话连
接、资源消耗），so what？

在互联网场景下，利用单表查询语句换来的优势，主要有以下两

点：

· 查询语句简单，易于理解、维护和扩展；

· 缓存利用率高。

5.2.6　多机SequenceID解决方案

在面向单点系统的场景下，生成一个全局唯一的ID是非常简单的事

情 。 以 数 据 库 为 例 ， Oracle 提 供 的 Sequence 、 MySQL 提 供 的

AUTO_INCREMENT都可以生成不重复且连续的ID，甚至开发人员还可以在
程序中使用UUID.randomUUID()方法进行唯一ID的生成。总的来说，这类

生成唯一ID的方式都具备一个共同的特点——面向单点。

但是数据库实施分库分表后，将要面临的场景就不再是单点环境

了，而是分布式环境，因此如何有效地生成ID自然也就成为了一个令人
头痛的问题。首先如何保证所生成的ID具备唯一性是重点，其次如果需

要考虑连续性，那么将更加复杂，因为这里所指的连续性不再是由单点

维护，而是整个分布式环境下的连续性。当然，如果只是考虑生成ID的
唯一性而忽略掉连续性，开发人员可以利用UUID、物理机器IP、随机

值、时间戳等不同的维度共同生成唯一的ID。既然要兼顾生成ID的唯一

性和连续性，那么依赖一个独立的外围单点系统来负责完成则不失为一

个可取的方案。

值得庆幸的是，Shark内部已经提供了生成SequenceID的API（底层
支持数据库和ZooKeeper作为申请SequenceID的存储系统），开发人员只

需要调用即可。接下来笔者就以MySQL数据库为例，为大家演示应该如何

使用Shark提供的API获取兼顾唯一性和连续性的SequenceID。

使用Shark提供的DDL语句在单库中创建所需的数据表，如下所示：



准备工作完成以后，通过以下方式调用即可：

除了可以直接使用JDBC的方式与数据库建立会话获取SequenceID，

在实际的开发过程中，开发人员更倾向于使用数据库连接池的方式与数

据库打交道，此时Shark的ID生成器也支持配置数据库连接池，如下所
示：



Shark提供生成SequenceID的API只是封装了ID的生成逻辑，真正保
证唯一性和连续性的还是单点数据库（想要提升容灾能力和HA，可搭建

Master/Slave模式）。上述程序中的getSequenceId(int idcNum,int

type,long memData）方法包含3个参数，第1个参数是IDC机房编码，用
于区分不同的IDC机房；第2个参数是业务类别，2位数字长度；第3个参

数是向数据库申请的ID缓存数。最终这段代码会返回一个数据类型为

long、数值长度为19位的SequenceID。数值长度为19位的SequenceID已
经能够满足绝大多数企业后续多年的使用了。

或许当大家看到这里时，会有一头雾水的感觉，接下来笔者就为大

家阐述Shark生成SequenceID的原理。如果每一个应用系统中都依赖

Shark，也就意味着每一个应用系统都间接集成一个ID生成器，并统一指

定一个单点存储系统作为存储介质，如图5-8所示。数据库主要负责存储
当前ID序列的最大值，每次每个ID生成器从数据库中申请ID时，都会通

过行锁机制来确保并发环境下数据的一致性。或许大家会产生一个疑

问，是否存在性能瓶颈？如果每生成一个ID都去数据库申请必然性能低
下，但是Shark的ID生成器一次会从数据库中取出一段ID，然后缓存在本

地，这样就不用每次都去数据库中申请了。



图5-8　Shark的ID生成器

想要提升Shark生成SequenceID的性能，可以调整getSequenceId()

方法中的第3个参数，该数值越大ID生成效率越高，但是一旦ID生成器取

了一段ID后，系统突然宕机了，那么这一组ID将会废弃，并且后续可向
数据库申请的有限ID缓存数将越来越少（SequenceID的最大值不可超过

二进制位数64位long类型的最大值9223372036854775807），因此这需要

大家仔细权衡，笔者建议将其值设置在“5000～10000”较为合理。

5.2.7　使用Solr满足多维度的复杂条件查询

Solr是Apache旗下的一个子项目，它是一种采用Java语言编写、开

放源代码，并且扩展自 Lucene的搜索引擎。尽管Solr和Lucene同属

Apache，但是两者并不存在直接的竞争关系，相反的，Solr非常依赖于

Lucene，因为Solr的核心功能正是通过调用Lucene 的API来实现的。

Solr能够非常方便地在Web容器中进行部署，并且它提供了一系列的
HTTP接口供开发人员调用，使之向服务器提交Document，对索引进行创

建、修改和删除等操作。除此之外，Solr还提供了一整套完整的表达式

语言，能够实现任意复杂的条件查询。Solr的整体架构如图5-9所示。



图5-9　Solr的整体架构

一般，在互联网场景下使用Solr有两个最主要的场景。

首先，如果数据库（MySQL）的查询条件采用like进行模糊查询（比
如SELECT * FROM item WHERE item_name like ‘%香水%’），数据库

是不会进行索引的，而是采用全表扫描机制。因此当表中数据量较大

时，查询速度会变得异常缓慢，就像我们在购物网站搜索某一类商品
时，由于物品种类成千上万，使用like进行模糊查询就会非常拙劣，因

此在这种场景下使用Solr将非常适合。

其次，数据库实施分库分表后，数据最初以什么样的维度进行落

盘，最后就只能够通过这种维度进行查询，如果希望同时满足多维度的

复杂条件查询需求，利用Solr这类搜索引擎将非常容易。

5.2.8　关于分布式事务

所谓事务，指的是程序中多个操作对上下文的影响是一致的，要么

同时成功，要么一起失败，绝对不允许出现既有成功又有失败的中间状

态。相信对于大多数开发人员而言，在单库中使用本地事务保证数据的
一致性已经习以为常了。但是在分布式环境下，本地事务已经无法保证

数据的一致性，若引入分布式事务，所带来的问题往往比我们想象的更

复杂。



目前较常见的三种分布式系统中的一致性协议如下：

· 两阶段提交协议（two phase commit protocol,2PC）；

· 三阶段提交协议（three phase commit protocol,3PC）；

· Paxos协议。

本书不对上述三种一致性协议进行过于深入的讲解，毕竟分布式事

务的实施与业务本身的耦合度是非常紧密的，并且对于并发要求较高的

系统，也不建议引入分布式事务，最主要的原因是存在性能瓶颈问题。

以两阶段提交协议为例，首先提交操作会涉及多次节点之间的网络
通信；其次由于事务时间、资源锁定时间延长，会导致资源等待时间变

长。因此在某些场景下，能够不引入分布式事务的还是尽量不要引入，

有些无关紧要的数据丢失就丢失了，可以无须理会，但是一些比较重要
的数据，如果一定需要保证一致性，也不要刻意去追求强一致性，可以

考虑采用基于消息中间件保证数据最终一致性方案，让之前执行失败的

操作继续向前执行下去。

举个生活中的小例子，比如我们与家人去餐厅吃饭，如果遇上周末

或节假日，那么门口一定是人山人海，相信这种场景大家一定都非常有
感触，那么餐厅为了提升自己的接待能力，会为排队就餐的那些人发放

一张等待叫号的排队码，等有空位的时候服务员便会通知人们进去用

餐。当然，在这段时间内，我们可以自行选择去逛逛商场。手中的这个
排队码就可以理解为消息队列中的一条消息（凭证），只要不丢失，最

终我们还是可以顺利进入餐厅用餐的，这就是生活中常见的最终一致性

案例。

本书在5.4节演示了如何通过使用消息中间件的方式保证数据最终一

致性的实战案例，大家可以直接进行阅读。



5.3　数据库的HA方案

HA在广义上是指系统所具备的高可用性。以MySQL数据库为例，DBA

实施Master/Slave搭建实际上就是HA的一种体现。除此之外，我们的应
用系统在大部分情况下都是无状态的，由于单台服务器的处理能力有

限，因此为了能够更好地提升系统整体的吞吐量及并行处理能力，往往

会对这些应用系统采用集群部署，这也是实施HA的另外一种体现。无论
是数据库主从模式，还是应用程序集群，往往都不会因为单一节点的故

障而影响系统整体服务的不可用，这就是做HA的主要原因。

如果Tomcat这类Web容器需要部署集群，前端还需要引入反向代理服

务器来分发请求，在互联网领域使用Nginx+Tomcat这种形式的集群模式

非常常见，由Nginx负责请求分发、负载均衡，以及Failover等任务。数
据库如果需要搭建HA，也需要一种机制保证主从的正常切换，保证

Master宕机后Slave能够开放读写权限，充当新Master的角色，如图5-10

所示。目前有三种成熟的方案可供选择，如下所示：

图5-10　MySQL数据库HA架构

· 基于配置中心实现主从切换；

· 基于Keepalived实现主从切换；

· 基于MHA实现主从切换。

5.3.1　基于配置中心实现主从切换



数据库实现主从切换通常有两种形式比较常见，一种是通过监控系

统发出告警后，运维人员手动修改数据源信息，另一种则是Master实例

发生故障后自动切换到Slave库上。在开始讲解本节的内容之前，如果你
对配置中心的作用还不是很了解，那么笔者建议你先熟悉一下第3章中的

相关内容，然后再来阅读本节。

如果采用手动切换主从的方式实现数据库的HA，那么基于配置中心

是一个非常不错的选择，但是这往往需要配置中心客户端的支持才能够
实现，如图5-11所示。值得庆幸的是，Shark目前已经提供了基于

ZooKeeper的配置中心客户端，方便开发人员将数据源信息统一配置在

ZooKeeper中。

图5-11　在配置中心配置数据源信息

将本地配置文件中的数据源配置信息修改为以下配置：



通过上述配置，当Spring的IOC容器启动时，便会与ZooKeeper建立

会话连接，并将数据源信息加载到本地。由于使用了Shark的配置中心客
户端，程序中基于注解自动装配的JdbcTemplate需要调整为以下形式：

将数据源信息配置在配置中心后，一旦Master实例发生故障，我们

只需要修改Shark属性“wr_index”的主从起始索引（比如故障前配置：

“r1w0”，修改后配置：“r1w1”），即可成功将Master的IP切换到
Slave的IP上，当然主从切换之前我们必须确保Slave已经打开了读写权

限。

最后还需要注意，在配置连接池的时候，Spring的<bean/>标签中属

性“destroy-method”的值一定要设置为“close”，因为当配置信息发

生变更时，Shark的配置中心客户端需要销毁之前连接池所占用的数据库
连接，如下所示：

5.3.2　基于Keepalived实现主从切换

当Master实例发生故障时，监控系统会发出告警通知，这时运维人

员可以通过修改配置中心配置的数据源信息来达到手动切换数据库主从

的目的。当然，除了采用这种方式实现数据库的HA，还可以通过自动主
从切换的方式实现数据库的HA。

本书以Keepalived为例，假设Master机器和Slave机器上都装有

Keepalived 程序，那么我们需要先修改 /etc/keepalive 目录下的

keepalive.conf配置文件，在主从机器上都配置好VIP（Virtual IP

Address，虚拟IP地址），如下所示：





成功启动Master机器和Slave机器上的数据库和Keepalived后，程序

中数据源的配置和之前相比有些区别，Slave库的IP指向的是Slave机器

的物理IP，而Master库的IP指向的则是VIP地址。

在程序运行的过程中，Master机器和Slave机器上的Keepalived程序

会相互发送心跳信号，确认对方状态是否存活，一旦Master实例出现故

障，根据所配置属性“delay_loop”的值，Keepalived会在指定的时间

范围内定时检查数据库的健康状态，一旦发现异常，Master机器上的

Keepalived会选择“自杀”，这时Slave机器上的Keepalived由于检测不

到心跳，便会开始接管VIP请求，这样所有的写入请求就会全部落到
Slave库上，如图5-12所示。



图5-12　基于Keepalived实现数据库HA

我们可以在Keepalived的配置文件中通过属性“notify_down”来指

定当检测到数据库实例宕机后需要执行的脚本（比如将Slave库的读写权

限打开）。在此需要注意，从Master实例宕机到Slave接管成为新Master

之前的这段时间，数据库暂时不可用，如果这时有写入请求进来，有可
能造成数据丢失，那么怎样才可以避免在数据库主从切换的过程中不出

现数据丢失呢？

在大部分情况下，为了缓解数据库的查询压力，数据都是优先插入

到缓存服务器中再插入到数据库的。那么我们可以通过指定Job程序定时
增量检查数据库与缓存数据是否一致，如果不一致，则可以利用缓存数

据对数据库实施补偿。而且，在某些场景下，为了消峰我们采用异步模

型将数据插入到数据库，比如先将数据写入到消息队列，然后消费端消

费到消息后再写入到数据库。因此，当消费消息后插入数据到数据库失

败时，可以通过failover机制尝试多次等一系列手段来保证数据库主从

切换过程中数据尽可能不丢失。

5.3.3　保障主从切换过程中的数据一致性



在数据库主从切换的过程中，我们可以利用一系列的辅助手段来避

免在数据库不可用时造成数据的丢失，但是在数据库主从切换过程中，

还存在一个棘手的问题，那就是Master实例宕机后，Slave变为新的

Master时，主从数据肯定不一致了，此时如何保证主从数据的一致性
呢？

在解决这个问题之前，我们首先回到主从同步这个问题上，在

Master的TPS较高的情况下，主从同步的延迟肯定是非常大的，因此为了

避免数据库读写分离后应用层无法从Slave拉到实时数据，通常的做法是

在写入Master之前也将同一份数据落到缓存中，以避免高并发情况下，
从Slave中获取不到指定数据的情况发生。

当然，MySQL本身提供的机制也能够在最大程度上保证主从数据的一

致性，参考微信抢红包的案例，在非高峰期或者非活动日时，由于流量

不会特别大，因此数据库主从同步之间可以显式开启半同步复制（Semi-

synchronous Replication）功能，如图5-13所示。这是MySQL在5.5版本
时开始提供的一个功能，半同步复制可以理解为主从之间的强制数据同

步，以保证主从数据的准实时性。简单来说，当事务提交到Master后，

Master会等待Slave的回应，待Slave回应收到Binlog（二进制日志）

后，Master才会响应请求方已经完成了事务。在峰值流量较大的场景

下，笔者不建议开启这项功能，这会对TPS产生一定的影响。

图5-13　MySQL的Semi-synchronous Replication机制

尽管半同步复制机制可以在主从数据库不宕机的情况下保证数据的

一致性，但是当Master实例宕机后，Slave摇身一变成为新的Master时，

主从数据库之间的数据肯定会出现不一致。在这种情况下，为了避免手
动比对Binlog来确保主从数据的一致性，可以使用MySQL在5.6版本开始

提供的GTID（全局事务ID）特性。由于新Master是之前的Slave，而宕机



后的Master在重启后可以作为Slave存在，可以依靠GTID特性来保证主从
之间数据的最终一致性。



5.4　订单业务冗余表需求

在互联网场景下，某些业务除了并发访问度较高，通常还伴随着数

据量非常大的特点。一旦数据库实施分库分表后，订单业务的查询需求
就会开始变得复杂。笔者曾经提及过，我们的数据最初以什么样的维度

进行落盘，最后就只能够通过这样的维度进行查询。订单数据需要对此

进行查询的往往同时包含卖家和买家两类用户群体，卖家需要查询哪些

买家对自己店铺的商品进行了下单，而买家也需要通过订单信息完成后

续的付款等操作，这就产生了矛盾，我们在处理订单数据时，到底是以

seller_id为维度进行数据落盘，还是以buyer_id为维度进行数据落盘
呢？

如果只是以其中一个维度进行数据落盘，那么最终能够查询出订单

数据的只是卖家或买家中的一方。因此，为了应对这种特殊的业务需

求，目前业界比较常见的做法是对同一份订单数据进行冗余存储，即我

们需要维护两张订单表，一张是卖家订单表，另外一张是买家订单表，
如下所示：

卖家订单表以seller_id为维度进行数据落盘，买家订单表则以
buyer_id为维度进行数据落盘，这样既可以满足卖家的查询需求，也能

够满足买家的查询需求，这就是数据库实施分库分表后订单业务场景下

常见的冗余表需求。

5.4.1　冗余表的实现方案

既然采用数据冗余方案可以解决和满足订单业务分库分表后不同维

度的查询需求，接下来就为大家讲解冗余表需求的具体实现方案。实现



订单数据的冗余存储，就是同时向t_order_seller表和t_order_buyer表

中插入同一份订单数据。数据的写入过程，可以分为以下两种形式：

· 数据同步写入；

· 数据异步写入。

业务上实现订单数据的落盘，通常的做法是由接入层调用订单服

务，然后由订单服务将订单数据写入订单表中，这是非冗余存储时数据

落盘的实现方式。但是实现冗余表后，同一份数据需要写入两次，如果
采用数据同步写入方案，订单服务会按照先后顺序，写完第一张表后再

将数据同步写入到另外一张表中，如图5-14所示。实施这种方案基本不

具备复杂度，就是由之前的单写变为双写。其缺点也非常明显，就是写

入时间比之前增加了1倍，因此如果对系统的TPS有严格的时间要求，可

以使用数据异步写入方案。

图5-14　数据同步写入

采用数据异步写入方案后，订单服务不再采用同步双写落盘数据，

而是当服务成功将数据写入到第一张表后，通过异步模型将数据写入到
第二张表中（比如启动一个异步线程负责写入，或者写入消息队列后由

消费者负责写入），如图5-15所示。由于第二次数据写入操作是异步

的，服务不用等待其结果返回，系统整体性能会得到提升，但是相对于

数据同步写入方案来说，系统复杂度却增加了。



图5-15　数据异步写入

在此需要注意，由于没有可靠的事务机制来保证数据双写过程中的

一致性，因此无论是采用同步写入还是异步写入方案，在数据库TPS较高

的情况下，冗余表极有可能出现数据不一致。因此这里就涉及一个问

题，到底是优先写入到t_order_seller表更好，还是优先写入到

t_order_buyer表更合适？

结合笔者项目中实际的订单业务来分析，优先将数据写入到

t_order_buyer表中会更好，因为哪怕后续t_order_seller表写入数据失

败，至少用户还可以继续推动订单状态的流转（如对订单完成支付），

反之如果用户看不到系统新生成的订单，那么对于商家来说似乎也是没

有任何意义的。

5.4.2　保障冗余表的数据一致性

笔者曾经提及过，数据库实施分库分表后对现有环境会产生一定的

影响，数据的一致性难以保证，对于那些强调数据一致性的场景，我们

能够做的要么是使用分布式事务，要么是采用最终一致性方案。但是分

布式事务具有复杂性和低效性，因此采用最终一致性方案就显得顺理成

章了。

在冗余表需求中，基于数据同步写入和数据异步写入两种方案，都

可 能 在 数 据 写 入 时 产 生 失 败 ， 从 而 导 致 t_order_seller 表 和

t_order_buyer表之间的数据产生不一致的情况发生，那么最终一致性方

案应该如何实施呢？简单来说，当订单数据成功写入t_order_buyer表



后，立即将消息写入到消息队列中，成功写入t_order_seller表后，再

把相同的消息也写入到消息队列中，消费者消费到第1条消息后，如果在

指定的时间范围内没有消费到第2条消息，就可以认为数据已经产生了不

一致，需要执行数据补偿操作，这种补偿方案称为“线上检测补偿”，
如图5-16所示。尽管采用“线上检测补偿”会让数据不一致的窗口期缩

短，但是实现难度却比较复杂。

图5-16　线上检测补偿

细化到具体的逻辑实现上，在消费者代码中我们可以申明两个List

集合，分别用于存储接收到的buyer和seller的对等消息，如下所示：

由于存储到buyerData和sellerData中的消息是一样的，那么假设制

定t_order_seller表和t_order_buyer表之间数据不一致的窗口期为两

秒，一旦buyerData 或sellerData中任意一个不包含指定的消息时，就

可以认为数据需要进行补偿。在这里存在一种特殊情况，假设消费者消

费到第1条消息后，由于网络原因导致第2条消息消费延迟，但数据库之



前已经成功写入，因此数据补偿之前，需要优先执行幂等操作。数据一
致性检测与补偿的伪代码如下所示：

如果你觉得“线上检测补偿”方案实施比较复杂，并且还需要部署

其他外围系统来协作，容易增加系统整体的宕机风险，笔者还提供了另
外一种补偿方案，那就是基于增量日志扫描的线下检测，如图5-17所

示。

当订单数据成功写入t_order_buyer表后，立即将数据写入到log1

中，成功写入t_order_seller表后，再把相同的数据写入到log2中，通

过指定一个Job程序不停地增量比对log1和log2，如果出现数据不一致的
情况，则进行数据补偿。



相对于“线上检测补偿”方案来说，“线下检测补偿”方案更易实

现，但是数据不一致的窗口期相对也会更长，至于程序中到底应该使用

哪一种数据补偿方案，则需要结合实际的业务场景而定。

图5-17　线下检测补偿



5.5　本章小结

笔者从关系型数据库的架构演变开始讲起，详细地为大家分析了在

互联网场景下，关系型数据库中应对高并发、单表数据量过大的问题的

最终解决方案。当大家弄清楚为什么关系型数据库需要进行分库分表

后，笔者又实战演示了如何使用Shark中间件完成数据路由，以及分库分

表后的诸多注意事项、数据库的HA方案等。笔者还根据实际的业务场景
讲解了如何保障订单冗余表的数据一致性。

笔者在此留给大家一个值得深思的问题，随着市面上各种NoSQL、

NewSQL的异军突起，传统RDBMS的地位正在一步一步地遭受着前所未有的

威胁和冲击。由于使用关系型数据库的本质是看重其ACID等特性，但是
随着并发、数据量的增大，使用Sharding似乎是最终手段，但由于

ACID、关联关系，以及外键约束等诸多特性相继被束缚，抛开RDBMS的稳

定性和成熟度，以及开发人员根深蒂固的传统思维，在特殊的业务场景

下是否可以将数据过渡到NoSQL中？



后记

阅读完本书，并不代表你就能够在今后的职业生涯中一帆风顺，
甚至成为一名优秀的架构师或技术专家，因为在大型网站架构演变过
程中等待我们解决的技术难题还有很多。大家千万不要被书名所迷
惑，“人人都是架构师”，这本身其实只是一个噱头，笔者只是想用
一种具有亲和力的方式让你放下对技术难题的恐惧，勇于克服它们，
这样你才能够走得更远。

架构师到底是什么？它真的是开发人员口中所述的不会写代码的
“技术大忽悠”吗？其实笔者也发现，目前互联网企业的架构师，真

正奋斗在一线和程序员们一起Coding的确实太少。当然，并不是说
Coding应该是架构师的主要工作，因为大企业的架构师们更主要的工
作是负责把控方向，掌舵大局。笔者认为，作为一名合格的架构师，
肯定是需要权衡一些东西的，哪个是主要矛盾就优先解决哪一个。但
这并不代表给了你不写任何代码的权利，而是你应该比其他人做得更
多，付出得更多，这样才能够使你的架构更接地气，更好地将架构落
地。除此之外，架构师对于业务的理解一定要透彻，否则你的架构又
为谁而设计呢？

如图A-1所示，一个优秀的架构师，抽象思维能力是必不可少的，
架构师要善于“庖丁解牛”，将实物概念化并归类，比如一个大型网
站，你能够迅速根据业务功能的不同，将业务垂直化；而扎实的技术
功底又是架构师能力版图中所占比例最大的一块，因为抽象思维能力
是虚的，技术能力是实的，只有做到虚实结合，才能够达到“手中无
剑，心中有剑”的境界；技术前瞻性是需要架构师凭借自身经验和直

觉预估当前架构的缺陷会为将来埋下哪些隐患、哪些技术问题是需要
在网站发展到一定阶段就必须重构的、哪些技术在未来是趋势，需要
提前进行了解和学习的；多领域知识既要求了架构师的知识广度，又
要求了架构师的知识深度，因为架构师的技术能力不能够仅局限在自
己所擅长的那一亩三分地；沟通交流能力其实非常重要，因为大多数
情况下，我们都是在与人而非计算机打交道，比如，我们构建的系统
首先是给人使用的，其次才是让计算机理解。除此之外，业务的沟通



探讨、技术方案的探讨等诸多事项都是人与人面对面的直接沟通交
流，如果你不善于沟通，那么如何能够让别人明确你的用意，又如何
顺利开展工作呢？

图A-1　架构师的能力版图

最后，祝愿大家心想事成，工作顺利！
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