
摘要：

本人于 2018 年 1 月参与了中石化 XX 油田 XX 采油厂“用电管理系统”的项目建设，

该系统建设目标是实现分单位、分线路、分系统评价、优化、考核，全面提升采油厂用

电管理水平。在该项目组中我担任系统架构师一职，主要负责系统整体架构设计。本文

以该项目为例，先简单介绍几种目前比较主流的软件可靠性设计技术，然后讨论可靠性

设计技术在项目中的具体应用。由于此系统的核心功能是对客户端请求消息的分阶段解

析与处理，并要求在 HTTP 报头分离、SOAP 报文解析等过程中具有高可靠性。项目组结

合软件可靠性设计与应用的原则，结合此前类似系统的设计实现经验，决定应用管道－

过滤器架构风格和责任链设计模式，并使用 RocketMQ 作为消息中间件对高并发消息进

行处理，对交互的数据进行强数据验证机制，软件系统中采用软件容错的 N版本程序设

计技术，对消息通讯、封层架构模块进行负载均衡设计。最终系统上线后，获得了用户

的一致好评。

正文：

“用电管理系统”项目是采油厂能源管控中心系统的一个子系统。能源管控中心是

中石化集团公司十三五规划中的“能效倍增”计划在胜利油田分公司的示范应用项目，

该示范项目能够在实现企业节能目标管理、能源计量统计、节能潜力识别、能效分析优

化的同时，有效支撑企业实施节能技术改造、促进企业用能水平不断提升。“用电管理

系统”的建设目标是建立覆盖厂、区两级用电管理一体化体系，实现分单位、分线路、

分系统评价、优化、考核，达到电网运行质量实时监控、异常情况精准管控、能耗总量

全面受控，按照运行产量的方式运行电量，全面提升采油厂用电管理水平。该项目功能

设计参考 PDCA 闭环管理的理念，共设计包括用电计划、用电分析、用电优化、用电考

核、设备管理等五大功能模块。

我作为单位技术骨干之一，主持并参与了项目计划制定、需求分析、整体架构设计

与技术选型、底层设计、部分编码等多项工作。下面，我将首先介绍几种目前比较主流

的软件可靠性设计技术，然后详细介绍“用电管理系统”的分析和设计过程中所采用的

可靠性设计技术及其原因。

一般来说，被认可的且具有应用前景的软件可靠性设计技术主要有容错设计、检错

设计和降低复杂度设计等技术。其中常用的软件容错技术主要有恢复块设计、N版本程

序设计和冗余设计三种方法，主要适用于软件失效后果特别严重的场合，恢复块设计就

是选择一组操作作为容错设计单元，从而把普通的程序块变为恢复块。一个恢复块中包

含有若干功能相同、设计差异的程序块，每一时刻有一个程序块处于运行状态，一旦某

程序块出现故障，则用备份程序块予以替换。N版本程序设计的核心是通过设计出多个

模块或不同版本，对于相同初始条件和相同输入的操作结果进行多数表决（防止因其中



某一软件模块／版本的故障而提供了错误的服务，以实现软件容错）。冗余设计的思路

来源于硬件系统，但有所不同。软件冗余设计技术是采用多种不同路径、不同算法或不

同实现方法的模块或系统作为备份，在出现故障时进行替换，维持系统的正常运行。；

检错设计主要应用于无需在线容错的地方或不能采用冗余设计技术的部分；降低复杂度

设计的思想就是在保证实现软件功能的苺础上，简化软件结构，缩短程序代码长度，优

化软件数据流向，降低软件复杂度，从而提高软件可靠性。除此之外，还有故障树分析

（FTA)、失效模式与效应分析（FMEA)等硬件可靠性技术也应用到了软件可靠性设计领

域之中。

项目启动后，在架构设计工作的开始阶段，我们便意识到软件的可靠性设计对项目

有着重要的影响。由于油田系统的复杂性与特殊性，对软件可靠性有着较高的要求，要

提高软件产品的可靠性指标，首先要分析影响软件产品可靠性的原因。一般来说影响产

品可靠性的原因有如下一些：

1、运行环境，软件可靠性定义是相对于运行环境而言的，一样的软件在不同的运

行环境下其可靠性是不一样的。不同的用户操作习惯不同，会影响软件的可靠性。软件

的可靠性是软件缺陷和用户的可预测性的一个复杂函数。

2、软件规模，也就是软件的大小。一个只有几百行代码的软件和一个几千万行代

码的软件是不能相提并论的。

3、软件内部结构，结构对软件可靠性的影响主要是软件的复杂程度，一般来说，

结构越复杂的软件，所包含的软件缺陷数就可能越多。在进行软件设计时就要有意识地

采用各种降低复杂度的架构策略，如模块化设计，分层设计等等。分而治之的方法是最

好的降低复杂度的方法。

4、软件的开发环境和开发方法，软件工程表明，软件的开发方法对软件的可靠性

有显著地影响。例如，与非结构化开发方法相对，结构化方法可以明显减少软件的缺陷

数。

5、软件的可靠性投入，软件在生命周期中的可靠性投入包括可靠性设计、可靠性

测试、可靠性管理和可靠性评价等方面投入的人力、资源、资金和时间等。

 我根据系统本身的特点，结合以上五个影响软件可靠性的因素，除了加强可靠性

管理外，我制定了提高系统可靠性的三点措施。

一、应用架构设计风格和设计模式，降低软件设计的复杂度。好的设计是成功的一

半。在项目开始我就牢牢把握设计关。在进行系统架构设计时,项目组一致认为采用分

层设计比较符合实际情况。按层次由上到下分为应用层、中间层和数据层。中间层和数

据层都采用工厂方法设计模式,来获得具体的所需对象。分层设计的优点是层与层之间



通过接口通信,下层为上层提供“虚拟机”,这种设计方法为数据采集子系统支持各种

类型的表计和丰富的现场总线提供了方便。在通讯子系统中,我们采用管道-过滤器风格

的设计,并辅以设计模式的命令模式。命令帧的格式可以明显分成三部分:帧框架处理、

应用数据处理和具体功能处理。帧框架处理器对帧长度和帧校验进行处理,成功后将命

令帧的帧头帧尾、帧长和校验码去除,提取出应用数据后交给应用数据处理器,应用数据

处理器主要进行帧序号处理、帧时限处理和用户密码验证,成功后提取出具体的功能码

传递给功能处理器。具体功能实现采用命令模式,这样可以将功能执行部分和命令分析

部分解耦。

二、采用补采及数据校验机制,保证数据的完整性和正确性。用电信息采集系统对

采集数据的完整性和正确性要求非常高,完整性要达到 98%,正确性要达到 100%。我们对

采集子系统进行分析,发现影响采集成功率的主要原因是采集信道的不稳定,现场总线

目前主要有 RS485 和电力线载波。而电力线载波的抗衰减和抗干扰的能力都比较差,导

致采集成功率降低。为了达到要求,数据采集子系统增加补采功能,对于未采集成功的数

据进行多次重试。数据在存储和传输时都进行数据校验,最大限度防止出错。在采集终

端中,数据文件是主要的存储方式,我们采用“校验和”的方式对数据文件进行正确性

校验。采集数据在从表计到采集终端这一部分主要采用电力线载波进行传输。由于电力

线载波的不稳定性,极易导致数据出错。我中加入 CRC 校验的方式来保证数据的正确性。

另外由于表计行度等用电信息都是采用 BCD 码来传输和保存,在数据处理之前对数据进

行 BCD 码验证,发现非 BCD 码则说明数据错误。通过这些手段,有效地保证了数据的完整

性和正确性。

三、在采集终端中采用看门狗和进程心跳检测机制。采集终端安装在现场,由于维

护较麻烦,需要提高采集终端的可靠性。采集终端采用 LINUX 系统,多进程设计。守护进

程负责喂看门狗和对各子功能进程进行监测,发现子功能进程不正常则进行子进程重启。

最终项目成功上线，凭借软件设计过程中出色的可靠性设计，系统正常运行了近一

年，收到各方好评。通过本次开发实践我明白了软件的可靠性在实际应用中的重要地位。

要提高软件的可靠性就要在先期开发时就重视软件的可靠性设计，实施可靠性管理，并

将软件的可靠性原则和思想贯穿于在项目的各阶段和各生命周期。另外软件可靠性设计

技术还需要多种技术的有机组合，所以要求设计者和编程者要熟悉掌握各种技术，灵活

运用，为提高软件可靠性而努力。这些都是我在今后的系统架构设计工作中需要注意与

改进的地方，也是日后我应该努力的方向。
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